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The world is undergoing structural change across multiple 
dimensions. As identified in the World Economic Forum’s 
Global Risks Report 2024, four structural forces – geostrategic, 
climatic, technological and demographic – are impacting all 
geographical regions. These structural forces are pervasive in 
sectoral scope and influence a wide range of economic and 
societal issues. Their ramifications are persistent, with no simple 
way to change their trajectory, making them viable candidates 
for long-term projections beyond 10 years. 

It is the mandate of the Global Future Council on the Future 
of Complex Risks to explore potential “future shocks” that 
could arise at the intersections of these structural forces. 
The complex risks that emerge from the often unpredictable 
interactions between these structural forces could outpace 
our ability to understand – and govern – related threats to 
economies and societies.

Rapid change often leads to heightened risks. The Global 
Future Council on the Future of Complex Risks has produced 
this paper to explore potential complex risks and emphasize 
the urgent need to scale up adaptive and proportionate risk 
governance to manage them effectively. 

“Complex risks” refers to emergent or established global risks 
that would negatively impact a significant proportion of global 
gross domestic product (GDP), population or natural resources 
beyond the 10-year horizon. More specifically, complex risks 
share three key characteristics: 

1.	 Interdependence: the presence of interconnected 
risks across multiple domains, requiring sophisticated,  
multi-dimensional solutions and interventions 

2.	 Non-linearity: the risk’s impact accelerates as the 
risk materializes 

3.	 Uncertainty: significant difficulties in identifying and 
quantifying the causes and adverse effects – can be due to 
feedback loops and tipping points or less predictable and 
emergent behaviours

This paper focuses on the complex risks that could arise if there 
are future shocks at the intersection of two of the structural 
forces listed above, namely: 

	– Technological acceleration, relating to the development 
pathways of frontier technologies, including general-
purpose applications

	– Geostrategic shifts, referring to evolving sources and 
concentration of geopolitical power, including the offensive 
and defensive projection of soft and hard power

Technological acceleration 
Technology is accelerating at a remarkable pace. For example, 
in 2016, custom-trained artificial intelligence (AI) models could 
not pass primary school tests. In 2023, however, GPT- 4 
succeeded at dozens of highly competitive university and 
job exams without being specifically trained for them.1 

Experts expect the development of 1,000 times more powerful 
models incorporating imagery, video, audio and sensor data 
within the next five years.

Critically, the absolute metrics of artificial neural networks may 
soon approach a tipping point compared to biological neural 
networks. Several drivers are strengthening the momentum 
of this trajectory, from the commercialization of AI applications 
to the pursuit of scientific knowledge for addressing healthcare, 
education and climate challenges. 

Looking 10 years ahead and beyond, models could become 
a million times as powerful as they are today,2 potentially 
overwhelming our adaptive capacity.3 The two key aspects 
of this challenge are often expressed as the “black box 
problem” and the “pacing problem”. 

The black box problem extends to both intelligibility and 
predictability; that is, “Why does a model do what it 
does?” as well as “What will it do?”.4 As the ability to train 
ever-larger neural networks increases, it will likely outpace 
the technical ability to understand how they arrive at outputs. 
The models will likely exhibit some emergent capacities and 
behaviours that cannot be predicted based on experience.

The pacing problem describes the speed of governance 
processes being unable to keep up with models’ exponential 
growth – creating regulator gaps and unmanaged societal 
risks. This problem could apply across many fields, as AI 
is an invention that improves the method of invention.5 

For better or worse, as models become more powerful and 
more widespread, they will also accelerate the timelines of 
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capabilities in other fields. This will both catalyse new scientific 
discoveries and proliferate existing scientific knowledge. For 
example, humanity discovered 190,000 protein structures over 
approximately 60 years, while AI capabilities determined the 
structures of around 200 million proteins in 2022 alone.6 

This pace of change is too fast for legislative processes to 
keep up: current models can potentially increase 1,000-fold 
in complexity between the start and the end of a legislative 
process, as is the case with the EU AI Act.7 Autonomous 
intelligence and recursive self-improvement will only increase 
this challenge.

Geostrategic shifts
Shifts in geopolitical power will influence the speed and spread 
of frontier technologies. International tensions could accelerate 
unchecked deployment as governance efforts are constrained 
by eroding international cooperation.

Challenges may arise due to different regulatory systems, 
values and norms at a national level. Existing legal differences 
(e.g. regarding hate speech and intellectual property) are likely 
to persist in an age of large language models. Countries may 
have different interpretations of what is socially harmful – does 
a particular application infringe on individual human rights or 
disrupt social harmony?

Furthermore, deteriorating security dynamics are strengthening 
the perception that access to the latest military technology 
is needed to ensure national security. Even the widespread 
understanding of joint existential interests – in limiting dangerous 
technological arms races, avoiding misunderstandings 
and preventing the uncontrolled proliferation of dangerous 
capabilities – could be under threat. 

Complexity and governance
Self-regulation by the private sector alone will not be sufficient to 
contain these risks. In practice, AI consists of a stack of multiple 
layers. As with other industries, frontier technology firms are likely 
to push responsibility on to other layers – not unlike large layers. 
emitters of greenhouse gases, highlighting the responsibility 
of individuals to adjust their lifestyle to mitigate climate change. 
When profit motives collide with ethical concerns, self-regulation 
cannot be a load-bearing pillar, let alone the only pillar, 
of addressing complex global risks.8
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As warned by many of the world’s senior frontier technology 
researchers, there is no reliable system currently in place that 
could prevent the loss of control over, or catastrophic misuse 
of, the next generations of AI models.9 While the fact that 
an anonymous user can create artificial agents and give them 
potentially destructive aims may not seem like a pressing issue 
yet, it could become a serious concern if such capabilities 
remain inadequately regulated over the coming 10 years, 
if not before.

Across all levels of governance, regulation should seek 
to ensure:

1.	 Access to information: big tech companies have the 
data on how their systems perform and interact with users 
and society. To derive and implement effective policy, 
governments should have legal access to this data, which 
is required to define, monitor and enforce compliance with 
social goals. In addition, individuals need simple, clear 
information to make safety-informed consumer choices.

2.	 Independence and impartiality: recognizing that the same 
technology companies leading AI development also own the 
“digital town squares” where political discussions take place, 
it will be important to ensure that all stakeholder groups’ 
voices are heard.

3.	 Capacity building: even if public and private sector actors 
are equipped with the necessary information and the 
mandate to manage the complex risks of technological 
acceleration and geostrategic shifts, they must also have the 
capacity to act effectively. This means possessing adequate 
human resources, infrastructure and tools to protect and 
analyse the datasets provided by big technology companies.

Regulations must be forward-looking and adaptable to a rapidly 
evolving risk environment. They must also avoid imposing a 
disproportionate burden on start-ups and other market entrants 
that would stifle innovation.

In such a multifaceted and uncertain long-term environment, 
it is essential that key stakeholders regularly discuss 
the most appropriate ways to navigate the long-term 
complexities of technological governance amid heightened 
geopolitical tensions. 
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