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Foreword

We are living in a time of rapid innovation and global 
uncertainty, in which generative artificial intelligence 
(AI) stands out as a transformative force. This 
technology impacts various industries, economies 
and societies worldwide. With the European Union’s 
(EU’s) AI Act now in effect, we have a precedent 
for comprehensive AI regulation. The US, Canada, 
Brazil, the African Union, Japan and China are also 
developing their own regulatory approaches. This 
pivotal moment calls for visionary leadership and a 
collaborative approach to anticipatory governance.

Over the past year, the AI Governance Alliance 
has united industry and government with civil 
society and academia, establishing a global 
multistakeholder effort to ensure AI serves the 
greater good while maintaining responsibility, 
inclusivity and accountability. We have been able 
to position ourselves as a sounding board for 
policy-makers who are grappling with the difficulties 
of developing AI regulatory frameworks, and to 
convene all players from the AI value chain to  
create a meaningful dialogue on emerging AI 
development issues. 

With Accenture as its knowledge partner, the 
Alliance’s Resilient Governance and Regulation 
working group (composed of over 110 members), 
has contributed to shaping a shared understanding 
of the global regulatory landscape. The group has 
worked to establish a comprehensive governance 
framework that could be used to regulate 
generative AI use well into the future.

This paper is a culmination of those efforts and 
equips policy-makers and regulators with a clear 
roadmap for addressing the complexities of 
generative AI by examining existing regulatory 
gaps, the unique governance challenges of 
various stakeholders and the evolving forms of this 
technology. The outputs of this paper are designed 
to be practical and implementable, providing global 
policy-makers with the tools they need to enhance 
generative AI governance within their jurisdictions. 
Through this paper, our AI Governance Alliance: 
Briefing Paper Series, launched in January 2024, 
and our events and community meetings, we seek to 
create a tangible impact in AI literacy and knowledge 
dissemination.

Given the international context in which this 
technology operates, we advocate for a harmonized 
approach to generative AI governance that 
facilitates cooperation and interoperability. Such 
an approach is essential for addressing the global 
challenges posed by generative AI and for ensuring 
that its benefits are shared equitably, particularly 
with low-resource economies that stand to gain 
significantly from its responsible deployment.

We invite policy-makers, industry leaders, 
academics and civil society to join us in this 
endeavour. Together, we can shape a future where 
generative AI contributes positively to our world and 
ensures a prosperous, inclusive and sustainable 
future for all.

Arnab Chakraborty 
Chief Responsible  
AI Officer, Accenture

Cathy Li 
Head, AI, Data and Metaverse; 
Deputy Head, Centre for the 
Fourth Industrial Revolution; 
Member, Executive Committee, 
World Economic Forum

Governance in the Age of Generative AI: 
A 360º Approach for Resilient Policy and Regulation 

October 2024
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Executive summary

The rapid evolution and swift adoption of generative 
AI have prompted governments to keep pace and 
prepare for future developments and impacts. 
Policy-makers are considering how generative 
artificial intelligence (AI) can be used in the 
public interest, balancing economic and social 
opportunities while mitigating risks. To achieve this 
purpose, this paper provides a comprehensive 
360° governance framework:

1    Harness past: Use existing regulations and 
address gaps introduced by generative AI.  
 
The effectiveness of national strategies for 
promoting AI innovation and responsible 
practices depends on the timely assessment 
of the regulatory levers at hand to tackle the 
unique challenges and opportunities presented 
by the technology. Prior to developing new AI 
regulations or authorities, governments should: 

 – Assess existing regulations for tensions 
and gaps caused by generative AI, 
coordinating across the policy objectives  
of multiple regulatory instruments

 – Clarify responsibility allocation through 
legal and regulatory precedents and 
supplement efforts where gaps are found

 – Evaluate existing regulatory authorities 
for capacity to tackle generative  
AI challenges and consider the  
trade-offs for centralizing authority  
within a dedicated agency

2    Build present: Cultivate whole-of-society 
generative AI governance and cross-sector 
knowledge sharing. 
 
Government policy-makers and regulators 
cannot independently ensure the resilient 
governance of generative AI – additional 
stakeholder groups from across industry, 
civil society and academia are also needed. 
Governments must use a broader set of 
governance tools, beyond regulations, to: 

 – Address challenges unique to each 
stakeholder group in contributing to  
whole-of-society generative AI governance

 – Cultivate multistakeholder  
knowledge-sharing and encourage 
interdisciplinary thinking

 – Lead by example by adopting responsible 
AI practices

3    Plan future: Incorporate preparedness and 
agility into generative AI governance and 
cultivate international cooperation. 
 
Generative AI’s capabilities are evolving 
alongside other technologies. Governments 
need to develop national strategies that 
consider limited resources and global 
uncertainties, and that feature foresight 
mechanisms to adapt policies and regulations 
to technological advancements and emerging 
risks. This necessitates the following  
key actions:

 – Targeted investments for AI upskilling  
and recruitment in government

 – Horizon scanning of generative 
AI innovation and foreseeable risks 
associated with emerging capabilities, 
convergence with other technologies  
and interactions with humans

 – Foresight exercises to prepare for 
multiple possible futures

 – Impact assessment and agile 
regulations to prepare for the downstream 
effects of existing regulation and for future 
AI developments

 – International cooperation to align 
standards and risk taxonomies and 
facilitate the sharing of knowledge  
and infrastructure

Governments should address regulatory 
gaps, engage multiple stakeholders in 
AI governance and prepare for future 
generative AI risks.
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Introduction

As organizations and individuals consider how best 
to adopt generative artificial intelligence (AI), new 
powerful capabilities continue to emerge. For some, 
humanity’s future with generative AI can feel full of 
promise, and for others, concern. Indeed, across 
industries and sectors, generative AI presents 
both opportunities and risks. For example – will 
generative AI enhance personalized treatment 
plans improving patients’ health outcomes, or will 
it induce novel biosecurity risks? Will journalism be 
democratized through new storytelling tools, or will 
disinformation be scaled?

There is no single guaranteed future for generative 
AI. Rather, how society adapts to the technology 
will depend on the decisions humans make in 
researching, developing, deploying and exploiting 
its capabilities. Policy-makers, through effective 
governance, can help to ensure that generative AI 
facilitates economic opportunity and fair distribution 
of benefits, protects human rights, promotes 

greater equity and encourages sustainable 
practices. Governance decisions made now  
will shape the lives of present and future 
generations, how (and whether) this technology 
benefits society and who is left behind.

In response to the continued growth of the 
generative AI industry and rapid adoption of 
its applications across the world, this paper’s 
360° framework outlines how to build resilient 
governance that facilitates AI innovation while 
mitigating risks, from the development stage to 
its use. The framework is designed to support 
policy-makers and regulators in the development 
of holistic and durable generative AI governance. 
The specific implementation of the framework, 
however, will differ between jurisdictions, 
depending on the national AI strategy, maturity of 
AI networks, economic and geopolitical contexts, 
individuals’ expectations and social norms.

A 360° framework is needed for resilient 
generative AI governance, balancing innovation 
and risk across diverse jurisdictions. 

A 360º approach for resilient policy and regulationF I G U R E  1
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Encourage whole-of-society generative 
AI governance and cross-sector 
knowledge sharing.

Make use of existing regulations and 
address gaps caused by generative AI.

Incorporate preparedness and agility 
in generative AI governance and 
facilitate international cooperation.
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Harness past
Greater clarity and certainty regarding  
existing regulatory environments is necessary  
to address emerging generative AI challenges  
and opportunities.

 With increasing 
digitalization and 
a growing trend 
of monetizing 
personal and 
professional data, 
protection of 
privacy is both 
vital and complex. 
Policy-makers are 
looking to prioritize 
privacy-preserving 
considerations. 

1.1  Examine existing regulations complicated  
by generative AI attributes

Successful implementation of national strategies 
for responsible and trustworthy governance 
of generative AI requires a timely assessment 
of existing regulatory capacity – among other 
governance tools – to tackle the unique  
opportunities and risks posed by the technology. This 
includes examination of the adequacy of existing 
legal instruments, laws and regulations, resolution  
of regulatory tensions and gaps, clarification  

of responsibility allocation among generative AI 
supply chain actors and evaluation of competent 
regulatory authorities’ effectiveness and capacities. 
Such assessments must respect the fundamental 
rights and freedoms already codified in international 
human rights law, such as the protection of 
particular groups (e.g. minority rights1 and children’s 
rights2) as well as legal instruments that are domain-
specific (e.g. to cybercrime3 and climate change4).5

While generative AI’s emerging properties and 
capabilities may warrant novel regulations, policy-
makers and regulators should first examine their 
jurisdiction’s existing regulations for addressing 
new challenges. They should also identify where 
existing regulations may be applied, adapted or 
foregone to facilitate the objectives of a national 
AI strategy. Navigating generative AI’s interactions 
with existing regulations requires a nuanced 
understanding of both the technical aspects  
and the legal principles underlying the impacted 
regulations. Table 1 discusses examples of how 
regulatory instruments can be complicated in the 
context of generative AI.

Privacy and data protection

Generative AI models amplify privacy, safety and 
security risks due to their reliance on vast amounts 
of training data, powerful inference capability and 
susceptibility to unique adversarial attacks that 
can undermine digital trust.6 A number of risks 
arise from the inclusion of personal, sensitive and 
confidential information in training datasets and user 

inputs, lack of transparency over the lawful basis for 
collecting and processing data, the ability of models 
to infer personal data and the potential for models 
to memorize and disclose portions of training data. 
With increasing digitalization and a growing trend 
of monetizing personal and professional data, 
protection of privacy is both vital and complex.

Policy-makers are looking to prioritize privacy-
preserving considerations applicable to digital data 
while also creating affordances for data pooling that 
could lead to AI-facilitated breakthroughs.7 Such 
affordances could be made to promote innovation 
for public goods in areas such as agriculture, 
health and education, or within narrowly specified 
exceptions for data consortia that facilitate the 
training of AI models to achieve public policy 
objectives.8 Another emerging issue for policy-
makers is that of ensuring generative AI safety 
and security, even when it may involve interaction 
with personal data, as in the case of investigating 
and responding to severe incidents. This could 
be addressed through the creation of regulatory 
exceptions and guardrails to ensure both privacy 
and responsible AI outcomes.

Pillar 1
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Copyright and  
intellectual property 

Generative AI raises several issues relating to 
copyright infringement, plagiarism and intellectual 
property (IP) ownership (see Issue spotlight 1), 
some of which are currently being considered 
by courts in various jurisdictions. Rights related 
to protecting an individual’s likeness, voice and 
other personal attributes are also implicated by 

the creation of “deepfakes” using generative AI. 
A blanket ruling on AI training is uncertain and 
judges could determine the fairness of certain data 
uses for specific products based on the product’s 
features or outputs’ frequency and similarity to 
training data.9 Looking ahead, there is a pressing 
need for comprehensive examination of regulatory 
frameworks and for necessary guidance on 
documenting human creativity in the generation 
of content as a means of asserting IP protection. 

Training generative AI systems on copyright-protected data, and tensions with  
the text and data mining exception

I S S U E  S P O T L I G H T  1

Text and data mining (TDM) is the automated 
process of digitally reproducing and analysing 
large quantities of data and information to 
identify patterns and discover research insights. 
Various jurisdictions around the world – such 
as Japan, Singapore, Estonia, Switzerland and 
the European Union (EU) – have introduced 
specific exemptions within their copyright laws to 
enable TDM extraction from copyright-protected 
content to innovate, advance science and create 
business value.

Given the vast amounts of data that generative 
AI systems use to train on and generate new 
content, jurisdictions should establish regulatory 
clarity regarding TDM for the purpose of 
generative AI training. This could be done, for 
example, by confirming whether AI development 
constitutes “fair dealing” or “fair use” (a key 
defence against copyright infringement) or 
falls within the exemptions recognized in some 
copyright laws. Countries like the UK are exploring 
such regulatory exceptions, seeking to promote 

a pro-innovation AI agenda.10 Ultimately, there is 
mounting pressure on governments to resolve the 
copyright tension definitively.11 

Licensing and data access on an “opt-in” or 
“opt-out” basis are also under examination to 
address TDM concerns, in addition to a range of 
technologies and standards that attempt to cede 
control to creators, allowing them to opt out from 
model trainers.12 Licensing proponents argue 
that scraping for generative AI training without 
paying creators constitutes unlawful copying and 
is a form of reducing competition.13 AI developers, 
however, argue that requirements to pay 
copyright owners for content used in training 
would constrain model development, negatively 
impact venture capital (VC) funding and reduce 
competition among generative AI models.14 While 
they do not eliminate IP law concerns entirely, 
opt-in/out and licensing efforts could contribute 
to setting standards that generative AI foundation 
model providers would be expected to uphold. 

Consumer protection  
and product liability

While AI-specific regulation remains voluntary or 
pending in jurisdictions outside of the EU, consumer 
regulation and product liability laws continue to 
be applicable, regardless of whether they strictly 
contemplate AI or other technologies. Generative 
AI has the potential to influence the consumer 

market by automating various tasks and services. 
This may, however, also challenge traditional 
approaches to risk assessment and mitigation (due 
to the technology’s broad applicability and ability 
to continually learn and generate new and unique 
content), as well as product safety standards 
(for example, in health and physical safety). The 
development of standards should be an iterative, 
multidisciplinary process that keeps pace with 
technological advancements.
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Competition

Market authorities must ensure that the competitive 
conditions driving the rapid pace of innovation 
continue to benefit consumers. Although existing 
competition laws remain applicable, generative AI 
raises new concerns related to the concentration of 
control over critical components of the technology 
and certain partnership arrangements. For example, 
generative AI’s capabilities are enhanced with 
access to high-performance compute capacities 
and certain datasets that may prove critical for 
model development. The latter can depend on 

access to a vast number of users, contributing to 
economies of scale that challenge competition.15 In 
response, competition authorities around the globe 
are starting to provide guidance on competition 
risks and expectations in generative AI markets.16 
Competition complexities at each layer of the AI 
stack will need to be evaluated as the technology 
evolves to enable access and choice across AI 
models, including general (e.g. ChatGPT), area-
specific (e.g. models designed for healthcare) and 
personal use models. Such evaluations will also 
need to be considered alongside existing legislation 
relating to national security, freedom of expression, 
media and assembly. 

Selection of complexities introduced by generative AI for existing regulatory areasTA B L E  1

Regulatory area
Emerging complexities  
(non-exhaustive)

Emerging strategies under consideration  
by regulators (non-exhaustive)

 
 
Privacy and data 
protection 

Legal basis for user data being used to train 
generative AI models 

Enforcement of data-minimization principles17 and opt-in/out 
rights by generative AI providers and deployers18 

Incidental collection of personal data  
by web-crawlers 

Clarifying web terms-of-service agreements and encouraging 
privacy-enhancing technological measures such as the 
detection and redaction of personally identifiable information19

Specifying purpose limitations for data 
collection

Guidance for purpose thresholds within domain-specific 
regulations, e.g. financial services20

Online safety and protection of vulnerable 
groups, especially minors, from harmful outputs

Position statements highlighting expectations for safety 
measures and preferences for emerging best practices21

 
 
 
Copyright and IP 

Copyright infringement of training data Clear policy positions and accumulation of legal precedents  
on the relations between copyright and generative AI22

IP rights and ownership of works generated  
by AI

Guidance on assessing the protectable elements  
of AI-generated works23

Attribution and fair compensation for artists  
and creators

Investments in solutions for attribution and author recognition 
such as watermarking and content provenance, along with 
privacy and data protection

Extension of generative AI model training 
to additional data modalities (e.g. sensory, 
biological, motion)

Considerations of new IP challenges and classifications related 
to emerging data modalities

 
Consumer  
protection and 
product liability

Liability obligations resulting from scope  
of multiple applicable regulations

Considerations around whether and in which cases a concern  
is covered by the existing regulations

The lack of a specific purpose of the generative 
AI model before its implementation complicates 
liability arising from defectiveness and fault

Combining the conventional AI fault and defectiveness  
criteria with new methods designed for generative AI’s  
technical nuances

Efficacy of evidential disclosure requirements Broadening the disclosure requirement to encourage 
transparency via explainability, traceability and auditability,  
and include systems that are not just classified as high-risk

 
Competition

Business conduct or agreements that enable  
a dominant firm to exclude rivals

Initiating sectoral studies to develop a baseline understanding  
of the competitive dynamics of the AI technology stack, 
reviewing agreements between industry players and examining 
single firm conduct24

Unfair or deceptive practice Issuing guidance on unfair or deceptive practice prohibitions  
if it does not exist25

Impact of downstream applications on 
competition across several sectors

Stakeholder consultations on how generative AI impacts 
competition in important markets, e.g. search engines,  
online advertising, cloud computing and semiconductors26
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The intersectional nature of generative AI 
technologies and the applicability of multiple 
regulatory instruments creates a complex 
environment where regulatory frameworks often 
overlap and conflict due to competing policy 
objectives. As technology evolves and becomes 
more widely adopted, regulators must address 
emerging tensions and mitigate the risk of 
undermining legal certainty and respect for 
legitimate expectations.

Addressing tensions between 
horizontal regulations

Multiple horizontal regulations, which aim to create 
broad, industry-agnostic standards, may conflict 
when they impose requirements that are difficult 
to reconcile across generative AI contexts or 
applications. For example, generative AI model 
developers may have trouble identifying the 
appropriate lawful basis for data processing and 
delivery according to data protection rights articulated 

through the EU’s General Data Protection Regulation 
(GDPR). A similar tension emerges between copyright 
law – which protects the rights of creators and 
inventors ensuring that they can control and profit 
from their creations – and generative AI innovation, 
which often uses copyrighted material for training.

Addressing tensions between 
horizontal and vertical regulations

Horizontal regulations may also conflict with 
vertical regulations tailored to specific sectors. For 
instance, financial institutions using generative AI 
may encounter challenges balancing horizontal 
privacy regulations with financial sector know-
your-client (KYC) procedures. Where data 
protection regulations require organizations to 
minimize personal data collection linked to a 
specific purpose, KYC guidelines require financial 
institutions to conduct thorough due diligence on 
clients to ensure compliance with anti-money-
laundering laws. 

1.2  Resolve tensions between policy objectives  
of multiple regulatory regimes

 Regulators must 
address emerging 
tensions and 
mitigate the risk 
of undermining 
legal certainty 
and respect 
for legitimate 
expectations.

Governance in the Age of Generative AI 9



Challenges and considerations for generative AI responsibility allocation (non-exhaustive)TA B L E  2

Example challenges Considerations for policy-makers

 
 
Variability

 – Model variations include features (e.g. size), scope 
(e.g. use purpose), and method of development 
(e.g. open-to-closed source). 

 – Technical approaches to layering and fine-tuning 
continuously evolve, enabling general-purpose 
models to adapt functionality for specific applications. 

 – Entity categorization complexities involve multiple 
actors from different sectors with overlapping or 
multiple roles. 

 – Case-based review: Policy-makers should 
provide general allocation guidance to cultivate 
predictability, but include mechanisms that allow 
case complexities to determine precise allocation. 
Requiring actors to identify responsibility hand-offs  
is one approach being examined by jurisdictions. 

 – Terminology: Policy-makers should collaborate 
to arrive at shared terms for models, applications 
and roles, e.g. in line with ISO 420001 from the 
International Organization for Standardization (ISO).

 – Regulatory carve-outs: Policy-makers should limit 
instances when use can lead to unfair advantages, 
such as where some entities are able to bypass 
crucial safeguards and accountability measures or 
engage in regulatory arbitrage.

 
 
Disparity  
between actors 

 – Single points of failures and power concentration 
occur as a result of a few foundational models 
(serving many applications and billions of end users).

 – Disparities in influence emerge between upstream 
and downstream actors.

 – There is limited transparency for downstream actors 
related to training data and for upstream actors 
related to end-user activity.

 – Proportionality: Policy-makers should consider the 
control, influence and resources each actor has in 
the generative AI life cycle, and ability to redress 
issues resulting in harm.

 – Third-party certifications: Policy-makers should 
consider appropriateness and necessity of using 
third parties for a robust AI certification system 
(potentially defined through regulation) that enables 
actors to verify and trust each other’s capabilities.

 

Complexity  
of review

 – Interpretability difficulties relating to outputs arise 
due to models often operating as “black boxes” to 
varying degrees.

 – Traceability difficulties transpire in 1) diversity of data 
sources, 2) sequence of events that led to a fault, 
3) determining whose negligence or malice induced 
the fault or made the fault more likely.

 – Physical inspection or verification of changes  
to generative AI products in the market has  
limited feasibility.

 – Documentation: Policy-makers should incentivize 
appropriate transparency and vulnerabilities 
disclosure upstream and downstream to enable 
responsible decisions. Concerns about trade secrets  
or data privacy compromise the need to be 
mitigated. 

 – Traceability mechanisms: Policy-makers should 
require the ability to trace outputs back to their 
origins while considering compromise and mitigation 
measures for IP and data privacy concerns.

 – Continuous compliance: Policy-makers should 
integrate standards for market entry and procedures 
for post-approval changes, and encourage industry 
review boards and ongoing independent audits.28

As defined in the World Economic Forum’s Digital 
Trust Framework,27 maintaining accountability 
and oversight for trustworthy digital technologies 
requires clearly assigned and well-defined legal 
responsibilities alongside remedy provisions for 
upholding individual and social expectations. 
Generative AI introduces complexities into 
traditional responsibility allocation practices, as 
examined in Table 2. Policy-makers should consider 
where supplementary efforts are needed to address 
gaps and where legal and regulatory precedents 

can help to clarify generative AI responsibility. 
The issuance of effective guidance requires 
consideration of how liability within the generative AI 
supply chain can vary for different roles and actors 
as well as consideration of retroactive liabilities 
and dispute-resolution provisions. Unresolved 
ambiguity in responsibility allocation can limit 
investor confidence, create an uneven playing 
field for various supply chain actors and leave 
risks unaddressed and harms without redress. 

1.3  Clarify expectations around  
responsibility allocation
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Effective regulatory enforcement depends on 
governments identifying the appropriate authority  
or authorities and enabling their activity with 
adequate resources.

Expansion of existing regulatory 
authority competencies

While generative AI may elicit consideration 
of a new AI-focused authority, governments 
should first assess opportunities to make use of 
existing regulatory authorities with unique domain 
knowledge and ensure they can translate high-
level AI principles to sector-specific applications. 
Considerations of how to delegate regulatory 
authority for AI will depend on a jurisdiction’s AI 
strategy, resources and existing authorities. For 
example, countries that have a data protection 
authority (DPA), such as France, tend to rely on the 
DPA to comprehensively address AI, since data is 
fundamental to AI models and uses. In the same 
vein, countries without DPAs, such as the US, may 
lack a readily apparent existing authority.

Furthermore, the specific mandate and procedural 
frameworks of existing authorities such as DPAs 
impact AI governance. For example, Singapore’s 
DPA, the Personal Data Protection Commission 
(PDPC), sits within a broader authority, the 
Infocomm Media Development Authority (IMDA), 
whose mission includes cultivating public trust 
alongside economic development. Thus, AI 
governance from Singapore’s DPA actively 
considers both trust and innovation within its 
regulations. This underscores how generative AI 
may necessitate the expansion of remits for existing 
regulators. For example, Singapore’s IMDA must 
now consider issues related to generative AI data 
ownership and provenance, and the use of data for 
model training, including potential compensation for 
creators whose content was trained on.

Coordination of  
regulatory authorities

Coordination between regulatory authorities 
can prevent duplication of efforts and enhance 
operational resilience for overburdened and 
under-resourced offices. New coordination 
roles or responsibilities should be considered. 
For example, the UK has created the Digital 

Regulation Cooperation Forum (DRCF), 
encompassing the Competition and Markets 
Authority (CMA), Financial Conduct Authority 
(FCA), Information Commissioner’s Office (ICO) 
and Office of Communications (Ofcom) to ensure 
greater cooperation between regulators on online 
matters, including within the context of AI. Similarly, 
Australia’s Digital Platform Regulators Forum (DP-
REG) – an information-sharing and collaboration 
initiative between independent regulators – 
considers how competition, consumer protection, 
privacy, online safety and data issues intersect.

Dedicated AI agency versus 
distributed authority between 
sector-specific regulators

The founding of an AI agency requires careful 
consideration regarding, for instance, the scope 
of responsibilities, availability of resources and 
domain-specific regulatory expertise. For example, 
would the agency serve to coordinate, advise and 
upskill sector-specific regulators on AI matters, 
likely requiring less funding, or would it serve as an 
AI regulatory authority with enforcement powers, 
requiring greater funding? Some argue that a 
central AI agency is needed to address highly 
capable AI foundation models.29 Others consider  
a central AI agency more prone to regulatory 
capture and less effective for AI’s diverse use cases 
than distributed regulations among existing sector-
specific authorities with domain-specific knowledge. 
Consequently, many would prefer a council-like AI 
body that coordinates and advises existing sector-
specific authorities.30

Jurisdictions are finding creative ways to navigate 
limited funding and political compromise. For 
example, the EU embedded its new AI Office within 
the EU Commission,31 instead of setting it up as  
a solitary institution, to amplify the effectiveness  
of the office’s limited number of staff. Like the EU, 
jurisdictions are navigating complex challenges 
of how to creatively resource a new AI body or 
authority while ensuring its independence. Still, 
enforcement of the AI Act, like GDPR, may strain 
authorities at the member-state level. For instance, 
while Spain has set up a centralized authority 
to enforce the act’s provisions, France may use 
existing regulators, such as the DPA, as the 
authority of record.

 Some argue 
that a central 
AI agency is 
needed to address 
highly capable AI 
foundation models. 
Others consider  
a central AI agency 
more prone to 
regulatory capture 
and less effective 
for AI’s diverse  
use cases.

1.4  Evaluate existing regulatory authority capacity  
for effective enforcement
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Build present
Governments should address diverse 
stakeholder challenges to facilitate  
whole-of-society governance of generative  
AI and cross-sector knowledge sharing. 

2.1  Address challenges of stakeholder groups

While regulators play a critical role, they cannot 
independently ensure the resilient governance of 
a technology that has simultaneously broad and 
diversified impacts, and capabilities that continue 
to evolve. Other stakeholder groups hold key puzzle 
pieces to assembling resilient governance and a 
responsible AI system, for example:

 – Industry: With proximity to the technology, its 
developers and users, industry is at the front 
line of ensuring that generative AI is responsibly 
governed across countless use cases within 
commercial applications and public services. 

 – Civil society organizations (CSOs): With 
expertise on how generative AI uniquely impacts 
the different communities and issue spaces they 
represent, CSOs enable informed and holistic 
policy-making.

 – Academia: Through rigorous and independent 
research and educational initiatives, academia 
is critical to shaping responsible AI development 
and deployment and ensuring public literacy on 
responsible use.

Governments must use a broader set of 
governance tools, beyond regulations, to: 

 – Address the unique challenges of each 
stakeholder group in contributing to society-
wide generative AI governance

 – Facilitate multistakeholder knowledge-sharing  
and encourage interdisciplinary thinking

 – Lead by example by adopting responsible  
AI practices

Enable responsible AI 
implementation by industry 

Governments are carefully considering how to avoid 
over- and under-regulation to cultivate a thriving 
and responsible AI network, where AI developed 
for economic purposes includes robust risk 
management, and AI research and development 
(R&D) is harnessed to address critical social and 
environmental challenges. Since market-driven 
objectives may not always align with public 
interest outcomes, governments can encourage 
robust and sustained responsible AI practices 
through a combination of financial mechanisms 
and resources, clarified policies and regulations, 
and interventions tailored to industry complexity.

Incentivize proactive, responsible 
AI adoption by the private sector

Public policy-making processes often lack the 
private sector’s ability to adopt governance 
protocols for innovative technologies. To 
address this, governments should assess 
the applicability of existing AI governance 

frameworks (e.g. Presidio AI Framework,32 
NIST AI Risk Management Framework33) and 
encourage proactive industry adoption. In 
addition to educating industry on frameworks, 
governments can cultivate an environment where 
industry is incentivized to proactively invest in 
responsible AI. Potential strategies include:

 – Financial incentives: Governments could 
introduce inducements for responsible AI 
practices such as tax incentives, grants or 
subsidies for R&D, talent or training. Policy-
makers could consider potential tax rate 
adjustments to incentivize AI designed  
to augment (rather than replace) human  
labour,34 and carefully consider trade-offs  
of proposed adjustments. 

 – Sustained funding: Government leaders should 
ensure investment in both short- and long-
term R&D to reach breakthroughs on complex 
AI innovations and address responsible AI 
challenges. Jurisdictions with a less advanced 
AI industry may require greater initial government 
investment to incentivize VC funding.

Pillar 2

 Governments 
are carefully 
considering how 
to avoid over- and 
under-regulation to 
cultivate a thriving 
and responsible 
AI network, where 
AI is harnessed 
to address 
critical social and 
environmental 
challenges.
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 – Procurement power: Governments should 
explore preferred procurement measures for  
AI with demonstrable responsible AI metrics.

 – Access: Governments should provide 
opportunities for public-private partnerships and 
access to public datasets for AI developed with 
demonstrable responsible AI metrics or that’s 
designed for social or environmental benefit.

 – Responsible AI R&D and training: Leaders 
should examine the suitability of requiring a 
percentage of R&D expenditure for responsible  
AI governance and/or training for organizations. 

Clarify policies and  
enable measurement

A responsible AI system is of strategic importance 
to investors for mitigating regulatory and non-
regulatory risks (e.g. cyberattacks), and improving 
top- and bottom-line growth.35 Over the last 
decade, investors have helped drive industry 
investment in environmental issues, and they 
can play a similar role in incentivizing responsible 
AI practices, for instance by addressing AI’s 
vast energy use.36 However, uncertainty in how 
government AI policies will be implemented and 
enforced prevents confident investing in responsible 
AI practices.

Governments should set clear national priorities 
and policies on responsible AI, reduce ambiguity 
in existing regulations and provide signals on the 
trajectory of regulations. Singapore’s PDPC, for 

example, proactively shared advisory guidelines37 
that clarify the application of existing data laws to 
AI recommendation and decision systems. The 
guidelines additionally highlight exceptions, with 
the aim of helping industry navigate regulation.

Encourage businesses to 
test, evaluate and implement 
transparency measures, 
including through:

 – Clear frameworks: to measure risks  
as well as social and human rights and 
environmental impacts 

 – Certifications: to clarify responsible AI 
practices and testing are satisfactory and 
draw investors and the public

 – Sandboxes: to experiment and refine before 
wider deployment, with incentivized participation

 – Knowledge-sharing: to promote sharing of 
benchmarking, e.g. Stanford AI Index Report38

 – Competitions: to address complex AI 
challenges, e.g. National Institute of Standards 
and Technology (NIST) generative AI challenge39

 – Technical standards: to establish common 
methodologies and benchmarks for evaluating 
AI system performance, safety and ethical 
compliance across different domains and 
applications. e.g. ISO 4200140

 A responsible 
AI system is 
of strategic 
importance 
to investors 
for mitigating 
regulatory and non-
regulatory risks 
(e.g. cyberattacks), 
and improving  
top- and bottom-
line growth.
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Governance challenges by business size (non-exhaustive)TA B L E  3

Tailor interventions to diverse 
industry needs

Policy-makers need to consider the diversity 
of AI governance challenges faced by industry 
stakeholders to identify meaningful points of 
intervention. Table 3 illustrates how business 

size can determine the resources available to 
implement responsible AI governance and the 
compliance complexities encountered. Other 
governance challenges can result from industry 
stakeholder characteristics, such as sector, 
location, industry maturity, risk sensitivity and 
role in the AI supply chain.

Challenges Considerations for policy-makers

 
 
Large businesses

Implementation: Difficulties may occur for AI 
governance operationalization and compliance within 
complex or differently structured organizations.

Policy-makers should provide implementation guidance 
that builds upon current risk management frameworks, 
global standards, benchmarks and baselines.

Competition: Competitors may not invest equally  
in responsible AI practices.

Policy-makers could review responsible AI practices  
and regulatory compliance across stakeholders.

Clarity: Navigating compliance ambiguities  
or complexities across sectors and between  
jurisdictions may present challenges.

Where possible, policy-makers can provide guidance  
on what actions are within or outside regulations,  
reduce overlap and facilitate interoperability  
through harmonization.

 
 
Small- and  
medium-sized 
enterprises 
(SMEs) and  
start-ups

Resources: Resources to develop and demonstrate 
robust responsible AI practices to regulators, investors  
or partners may be limited.

Policy-makers should provide guidance, training and 
consultation access on AI governance, facilitate insight-
sharing between large businesses and SMEs, and use 
certification mechanisms.

Applicability: AI governance frameworks and 
recommendations lack applicability or specificity  
to the realities of SME operations.

Policy-makers should include input from diverse  
SMEs in development of national and international 
governance frameworks.

Prioritization: Fast pace of start-ups and lack of capital 
can lead to prioritizing innovation over risk assessment.

Policy-makers can incorporate responsible AI practices 
and regulatory landscapes into curricula of start-up 
accelerators and incentivize participation in sandboxes.
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Challenges and considerations for policy-makers to support academic stakeholder  
groups (non-exhaustive)

TA B L E  4

Challenges Considerations for policy-makers

For academic institutions For researches For educators

Appropriate use

Clarify compliance with evolving 
relevant regulations (e.g. AI, data 
privacy and copyright) and simplify 
regulations to enable research in 
responsible AI.

Provide guidance on responsible 
generative AI use in research42 
(e.g. data analysis) and training 
on risks to boost cognizance 
when conducting research in 
the age of generative AI (e.g. of 
potential misuse by respondents to 
online studies).

Provide guidance on responsible 
generative AI use by teachers (e.g. 
essay review and feedback) and 
students (e.g. critical evaluation 
of generative AI outputs in essay 
writing).

Resources

Ensure access to physical and 
digital infrastructure needed for 
faculty, researchers and students  
to become familiar with AI and use 
it responsibly.43

Provide access to data and 
compute capabilities to conduct 
leading AI and generative AI 
research, and clarify guidelines for 
accessing public sector data  
while maintaining privacy.

Provide regularly updated  
training materials and ensure  
that educators, regardless of 
institutional prestige, can keep  
pace with AI advancements.

Funding

Close pay gaps between industry 
and academia to reduce AI brain 
drain to industry.

Allocate research grants into 
responsible AI challenges (e.g. 
hallucinations, bias) that do not 
require cut-throat competition  
or complex applications.

Allocate funding for courses  
on AI and responsible AI.

Enable leading AI research  
and education by academia

Through research and education, academia is 
a critical stakeholder in cultivating a robust AI 
network. Until the early 2000s, leading AI R&D was 
primarily conducted within academia. It contributed 
to providing open-source knowledge that 
accelerated innovation and optimized development 
costs. With recognition of the economic potential of 
AI, investment has since shifted R&D to industry.

Without academia at the forefront of AI R&D, 
key risks emerge: 

 – Homogenization of the AI network

 – Decline in discoveries that emerge from 
academia’s interdisciplinary research settings

 – Decreased independent research around 
AI ethics, safety and oversight

 – Diminished general workforce training

 – Barriers to cross-institution collaboration 

 – Reduced ability to wield academic freedom 
to challenge prevailing consensus

 – Broken AI talent pipeline

Since generative AI has extensive and costly 
infrastructural needs (e.g. compute capabilities, 
data), academia’s ability to conduct leading 
research is severely limited.41 Table 4 outlines the 
range of challenges facing academic stakeholders 
that policy-makers should address to cultivate 
a thriving AI system. These challenges must be 
considered in the context of the different operating 
conditions of academic institutions, for example of 
private, public and community colleges, to ensure 
equitable access to AI literacy, benefit from the AI 
economy and a diverse pipeline of responsible AI 
experts. Similarly, policy-makers should address 
the unique literacy and access challenges in earlier 
educational settings, for example in primary and 
secondary schools.
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As the largest digital user group and fastest 
adopters of technology, children and youth are  
at the forefront of AI-enabled systems. The effects 
of using generative AI, both positive and negative, 
will have wide-ranging and lifelong impacts that 
will shape the development, safety and worldviews 
of children.44 Research agendas are beginning 
to emerge to aid precise policies around the 
disproportionate effect of algorithmic bias on 
minoritized or marginalized children.45 They can 
additionally inform policies that address concerns 
around how generative AI training46 and use47 could 
amplify child sexual abuse material (CSAM),48 and 
how generative AI applications, especially the use 
of chatbots and smart toys, may affect cognitive 
functioning among children.49 Existing resources 
such as UNICEF’s Policy Guidance on AI for 
Children,50 the European Commission’s guidance 
on Artificial Intelligence and the Rights of the Child51 
and the World Economic Forum’s AI for Children 
Toolkit,52 provide valuable direction. 

Given their limited political agency, economic 
influence and organizing power, children can 
often be overlooked in technology governance 
considerations, even as they are most impacted. 
Further, the existence of inequalities around the 
digital divide exacerbates the risks and harmful 
effects of generative AI for some children more than 
others, given their inability to participate in shaping 
generative AI’s development or access its benefits. 
Engaging young users, their guardians and local 
communities in a meaningful and ongoing way 
throughout the life cycle of generative AI projects 
and governance, directly and via CSOs with deep 
technical or policy expertise in these areas, is vital 
for children’s empowerment and the development 
of responsible AI innovation. Transparency in how 
children’s rights and input have been considered 
and implemented is critical to promoting public  
trust and accountability.53

A child-centric approach for generative AI governanceI S S U E  S P O T L I G H T  2

CSOs face significant access and participation 
challenges preventing them from assessing 
societal impacts of generative AI technologies, 
informing governance policies and supply chain 

accountability, and advocating for the rights  
of citizen groups and vulnerable populations  
such as children, as examined in Table 5.

Ensure access and participation 
of CSOs 

In addition to ensuring technical expertise in 
governance conversations, there is a critical need 
for expertise related to the social impacts of AI and 
generative AI, informed by the lived experiences 
of those interacting with the technology. CSOs 
play a key role in representing various citizen 
groups, individuals and issue spaces and provide 
related technical and societal expertise. CSOs 
can also offer independent oversight, holding 
governments and companies accountable for their 
AI implementation.

Depending on their missions, CSOs have unique 
expertise around generative AI implications that 
policy-makers should make use of, for example:

 – Labour protection groups can help inform the 
skills and training needed to ensure generative 
AI leads to job growth rather than displacement.

 – Environmental groups can provide guidance 
on ways AI can help address local and global 
climate challenges, and considerations 
regarding generative AI’s vast energy 
consumption.

 – CSOs focused on creative practice, journalism, 
mis/disinformation or election monitoring can 
inform the harnessing of generative AI’s creative 
potential while preserving information integrity 
and ownership rights.

 – CSOs serving marginalized populations or 
protected classes can help ensure AI policies 
and technologies holistically consider the 
varied opportunities and risks posed (see Issue 
spotlight 2).
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Challenges and considerations for policy-makers to support CSOs (non-exhaustive)TA B L E  5

Challenges Considerations for policy-makers

 
 
Access

Under-resourced: There is a lack of adequate tools 
and skills to review impacts of generative AI. 

 – Policy-makers should provide access and training 
for cutting-edge tools and incentivize industry to 
share tools.

 – They should fund R&D to improve tools’  
abilities, (e.g. detection in minority languages  
or compressed media).

 – They should provide funding for CSOs to undertake 
independent impact assessments.

Opaque: There are limited metrics on how companies 
have implemented responsible AI, including principles 
that have been publicly committed to.54

 – Policy-makers should standardize and incentivize 
responsible AI reporting. 

 – They should provide CSOs with easier access to 
mandated transparency data, (e.g. via EU Digital 
Services Act and AI Act).

Limited information: There is a lack of access to 
training data and weights, and information on how 
companies moderate public use of AI technologies.

 – Policy-makers should incentivize industry to share 
data with CSOs, while preserving privacy and IP.

 – They should standardize transparency reporting  
on how AI companies moderate technology use. 

 
 
Participation

Disempowered: CSO inclusion is often limited  
in numbers and in influence on decision-making.  
There is even less inclusion of CSOs operating  
outside regulatory regimes, which will be  
impacted by generative AI and regulatory shifts.

 – Policy-makers should ensure sectoral parity  
in discussions.

 – They should educate on the value of CSO 
community-driven insights.

 – They should strengthen outreach to vulnerable 
communities and relevant CSOs, including 
transnational CSOs, and engage international  
CSO forums, (e.g. C7, C20, African Union Civil 
Society Division).

Delayed: CSOs engaged late in technical  
and governance processes.

 – Policy-makers should ensure task forces, institutes 
etc. have CSO participation at formation.
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2.2  Facilitate multistakeholder knowledge-sharing  
and interdisciplinary efforts

Governments should facilitate knowledge-
sharing across stakeholder groups and with other 
governments to reduce duplicative efforts, offset 
expertise gaps and enable informed policies 
capable of addressing emerging, nuanced and 
wide-reaching generative AI challenges. 

Ensure conditions for knowledge-
sharing feedback loops

Knowledge-sharing requires nurturing of feedback 
loop conditions and proactive examination of 
challenges to those conditions that may prevent 
stakeholders from meaningfully participating, as 
described in Figure 2 and Table 6.

Feedback loop conditions for effective multistakeholder participationF I G U R E  2

Feedback loop 
conditions

Trustworthy

Communicative

Representative

Independent

Consistent

Transparent
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Challenges impacting feedback loop conditions (non-exhaustive)TA B L E  6

Stakeholder challenges Considerations for policy-makers

Trustworthy Industry may be wary of sharing models openly for fear 
of divulging trade secrets or exposure to legal liabilities.

 – Policy-makers should provide safe harbour 
provisions and ensure discretion.

 – To ensure mutual benefit, all participants should  
be willing to share insights while preventing 
privileged access.

Communicative CSOs (that are more fluent in social impacts), industry 
(more fluent in technology) and government (more 
fluent in policy) may have difficulty understanding each 
other. Further complicating the issue, CSOs may often 
examine topics through the lens of human rights, 
whereas industry does so through risks.

 – Policy-makers should use professional facilitators, 
invest in structured support for participation 
across sociotechnical conversations and increase 
incorporation of rights protections in frameworks 
(including in risk-based frameworks).

Representative Broad participation of actors is needed but can  
be difficult to coordinate, and its inputs can be  
hard to synthesize.

 – Policy-makers could layer broad input models (e.g. 
written input) over narrow models (e.g. roundtable).

 – They could set ample time for input review  
and synthesis.

Independent The public may be concerned about regulatory capture 
or undue influence in boards or research partnerships.

 – Policy-makers could set term limits for participation 
in boards.

 – They could make disclosure of extent of 
industry participation in research collaborations 
a requirement.

Consistent Sporadic touchpoints can leave non-industry 
participants playing catch-up on technological 
advances, and cause non-government 
participants to lag behind on policy changes.

 – Policy-makers should align on frequency 
expectations and coordinate multiple  
feedback loops.

Transparent Participants and the public may be concerned that 
some stakeholders yield greater influence.

 – Policy-makers could include equitable sectoral 
representation and provide transparency on 
feedback review processes with strengthened 
whistleblower protections.

Governments will need to coordinate multiple 
feedback models simultaneously to build holistic 
knowledge-sharing across issues and timelines 
(e.g. timing of AI model releases and legislative 
calendars), and to account for long-standing and 
emerging issues. Layering models is also necessary 
to address limited resources. For example, calls 
for inputs, which enable insights from numerous 
stakeholders, can require substantial resources  
to meaningfully review. Governments may consider 
combining routine calls for input with more narrow 
feedback mechanisms, such as advisory boards. 
The boards themselves may conduct interviews 
and roundtables to broaden representation of the 
insights they share with policy-makers. 

In designing feedback loops, policy-makers should 
also consider how non-government stakeholders 
have limited resources. It is also crucial to explore 
how to simplify participation by, for instance, 
reducing unnecessary complexities in calls-for- 
input forms or merging similar calls for input from  
different agencies to reduce time requirements  
from participants. 

Encourage interdisciplinary 
innovation 

Generative AI innovation is built upon 
interdisciplinary research. For example, the 
development of ImageNet, a database that proved 
the importance of big data in training, emerged 
from the cross-pollination of ideas from linguistics, 
psychology, computer science and adjacent 
fields.55 Despite the importance of interdisciplinary 
collaboration to generative AI innovation and 
addressing generative AI’s sociotechnical 
challenges, industry and academia do not 
sufficiently cultivate environments that support this 
approach. Within private-sector tech companies, 
social scientists and humanities experts are often 
a fraction of the team. Despite maintained multi-
disciplinary faculties within academic institutions, 
there are strong incentives for researchers 
to publish within discipline-specific journals, 
consequently encouraging isolated research. Policy-
makers should consider levers to address these 
challenges, such as targeted academic research 
grants with interdisciplinary requirements or financial 
subsidies for interdisciplinary industry R&D.
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Lead by example with 
responsible AI in public initiatives 

Making use of AI, including generative AI, may 
improve governments’ productivity, responsiveness 
and accountability.56 However, its adoption requires 
responsible design, development, deployment  
and use, given its impact on individuals and society. 
Setting an example of responsible AI practices in 
government (including responsible procurement  

and acquisitions) could help to establish responsible 
AI norms57 and secure the participation of industry, 
academia and civil society in creating a robust, 
responsible AI network. The City Algorithm 
Register, adopted across several cities in Europe, 
enables citizens to review algorithms employed by 
government agencies in public services, enhancing 
public oversight.58 Jurisdictions such as Australia59 
and the US60 have published internal policies for 
government AI practices aimed at advancing 
responsible innovation and managing risks. 
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Plan future
Generative AI governance demands 
preparedness, agility and international 
cooperation to address evolving sociotechnical 
impacts and global challenges. 

Generative AI’s capabilities are rapidly evolving 
alongside other technologies and interacting 
with changing market forces, user behaviour and 

geopolitical dynamics. Bringing ongoing clarity 
to generative AI’s changing short- and long-term 
uncertainties is critical for effective governance. 

Pillar 3

Government challenges and actions to keep pace with generative AITA B L E  7

Compounding challenges Strategic actions

Limited resources and expertise: Governments may struggle  
to prioritize investment in building state-of-the-art AI and generative  
AI expertise compared to other pressing needs.

Targeted investments and upskilling: Governments should  
be deliberate with limited resources in upskilling and hiring.

Rapid evolution: Governments may lack sufficient proximity to, and 
awareness of, generative AI evolution and adoption to effectively 
approximate sociotechnical impacts.

Horizon scanning: Governments should monitor emerging  
and converging generative AI capabilities and evolving  
interactions with society.

Uncertain futures: Technology, society and geopolitical  
uncertainties are outpacing traditional upskilling practices  
and policy development cycles.

Strategic foresight: Governments should ensure resilience  
though exercises that inform anticipatory policy.

Slow mechanisms: Government decision-making can  
be slow by design (e.g. due to separation of powers and 
oversight) or complicated by administrative procedures.

Impact assessments and agile regulations: Governments should 
prepare for the downstream effects of regulation and introduce agile 
dynamics into decision-making processes.

Global fragmentation: Limited resource-sharing and segregated 
jurisdictional governance activity can paralyse domestic investment  
and policy, and create non-interoperable international markets.

International cooperation: Governments should drive collective  
action to keep pace with generative AI innovation through  
harmonized standards and risk definitions, and sharing  
of knowledge and infrastructure.

3.1  Targeted investments and upskilling

 – Training on use: Ensure officials who use 
generative AI technologies are trained in their 
varied capabilities and limitations.

 – Training on procurement: Ensure officials who 
work with vendors are equipped to assess and 
test the AI capabilities of a product.

 – Adaptive upskilling: Collaborate with industry 
and academia on adaptive upskilling of 
government in AI and foundational digital literacy.

 – Strategic hiring: Recruit specialists for 
positions identified with amplified impact and, 
with limited resources, consider prioritizing 
sectors and use cases, for example, based on 
risk or domestic economic factors.

 – Hiring vs upskilling: Consider how to 
appropriately balance hiring AI experts  
with AI upskilling of sector-specific experts  
(e.g. in agriculture and health).

 – AI body: Carefully consider the need and 
scope of an AI-specific body or authority (see 
“Expansion of existing regulatory authority 
competencies” under section 1.4).

 – Guidance: Examine where frameworks can  
be applied across sectors and where investment 
is needed for sector-specific guidance.
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3.2  Horizon scanning

To anticipate and navigate novel risks and 
challenges posed by frontier generative AI, 
governance frameworks must continuously examine 
the horizon of generative AI innovation, including:

 – Emergence of new generative AI capabilities

 – Convergence of generative AI with  
other technologies

 – Interactions with generative AI technologies

Documented, planned or forecasted emergence, 
convergence and interaction patterns can yield 
new waves of economic opportunities and novel 
approaches to addressing social and environmental 
challenges. Ongoing monitoring of opportunities 
and risks is critical to steering generative AI 
towards being a technology that benefits society. 
Multistakeholder knowledge-sharing (see Table 8)  
can enable informed horizon scanning. 

Policy-makers should collaborate with industry to 
provide guidance on where disclosure of identified 
risks is needed and support oversight mechanisms 
to ensure compliance.

Emergence 

As developers scale up generative AI models, the 
latter may exhibit qualitative changes in capabilities 
that do not present in smaller models. Such 
unexpected capabilities may include potentially 
risk-inducing abilities such as adaptive persuasion 
strategies, “power-seeking behaviours” to accrue 
resources and authority, and autonomous replication, 
adaptation and long-term planning capabilities. 
These emergent model properties must inspire 
appropriate governance benchmarks to effectively 
address unpredictable powers and potential pitfalls.

Generative AI emergent capabilities (non-exhaustive)TA B L E  8

Category Example use Example risks
Considerations for  
policy-makers

Multimodal  
generative AI
 
Systems that 
synthesize and 
generate outputs 
across diverse  
data types and  
sensory inputs

Data analysed from radars, 
cameras, light detection and 
ranging (LiDAR), sensors and 
global positioning systems  
(GPS) in a safety-critical system 
(like a self-driving vehicle) 
to predict the behaviour of 
surrounding vehicles and 
pedestrians more accurately61

 – Compounded data 
manipulation across input types

 – Amplification of potential flaws, 
biases and vulnerabilities

 – Novel systemic failures

 – Exacerbated societal disparities

 – Scaled and difficult-to-detect 
mis/disinformation

 – Novel persuasion techniques

 – Focus on data integrity and 
secure-by-design frameworks, 
model architecture disclosures, 
responsible system design  
and impact assessment  
in public sectors

 – Examine readiness of existing 
policies and, if necessary, amend 
to address emerging privacy, 
security, safety, fairness, and  
IP rights and accountability

Multi-agent  
generative AI 

AI systems involving 
multiple agents that 
autonomously pursue 
complex goals with 
minimal supervision

Swarms of drones deployed for 
military and security purposes62

 – Increased unpredictability  
and control complexity

 – Added accountability 
complexity

 – Challenges to traditional 
scenario planning and  
risk management

 – Potential for cascading failures

 – Novel adversarial attacks

 – Develop guidelines for design and 
testing focused on robustness, 
security, safety, transparency, 
traceability and explainability

 – Establish accountability 
frameworks

Embodied  
generative AI
 
AI systems embodied 
within physical entities 
such as robotics and 
devices capable of 
interacting with the  
real world

General-purpose humanoid  
robot with neural network-
powered manual dexterity  
and ChatGPT 4’s visual  
and language intelligence63

 – Physical safety risks from 
control system failures

 – Security issues from malicious 
use of such systems

 – Novel physical manifestations  
of hallucinations

 – Implement safety standards  
and security benchmarks

 – Encourage voluntary industry 
reviews and supplement with 
certification and audit practices, 
where appropriate
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Convergence 

As a powerful general-purpose technology, 
generative AI can amplify other technologies, 
old and new, exposing complex governance 
challenges. For example, social media is under 
scrutiny due to its potential to distribute harmful 

AI-generated deepfakes,64 such as non-consensual 
pornography65 – including CSAM66 – and election 
disinformation.67 Looking ahead, the convergence 
of generative AI with advanced technologies can 
pose unprecedented opportunities and risks, 
as both the technologies and their governance 
frameworks are in the early stages. 

Generative AI convergence with advanced technologies (non-exhaustive)TA B L E  9

 Category Example uses Example risks
Considerations for  
policy-makers

Synthetic biology

Generative AI is increasingly used 
in developing artificial analogues of 
natural processes, e.g. generation 
of genome sequences and 
cellular images, and simulations 
of genes and proteins. It is also 
used in building “virtual labs”68 
that can mitigate space and 
hazardous waste of real-world 
experimentations.

 – Unintended ecological 
consequences

 – Gain-of-function research 
giving naturally occurring 
diseases new symptoms or 
capabilities like resiliency to 
medical treatments

 – Biosecurity risks and 
biological warfare

 – Novel ethical implications

 – Robust bioethical frameworks

 – Tracking of the building and 
operation of various high-
security disease labs globally

 – Restrictions on  
high-risk research

 – Strict containment protocols

 – International collaboration on 
safety standards

 – Refocusing of existing biological 
control laws

Neurotechnology 

Progress in generative AI, 
neuroscience and the development 
of brain-computer interfaces offers 
potential for increasing scientific 
discoveries, enabling paralysed 
individuals with communication, as 
well as addressing the burden of 
neurological disease and mental 
illnesses such as attention deficit 
hyperactivity disorder (ADHD), post-
traumatic stress disorder (PTSD) 
and severe depression.

 – Intentional abuse

 – Use in lethal autonomous 
weapon systems

 – Cognitive enhancement by 
brain-computer interfaces can 
amplify existing inequities

 – Behaviour modification and 
manipulation

 – Enfeeblement

 – Review of privacy approaches 
that consider cognitive freedom, 
liberty and autonomy, and the 
establishment of new digital 
rights, if necessary

 – Establishment of assessment 
standards for model or 
neuroscientific accounts 
of disease on individuals, 
communities and society

 – Internationally harmonized 
ethical standards for biological 
material and data collection

 – Examination of moral 
significance of neural 
systems under development 
in neuroscience research 
laboratories

 – Context specification for 
neuroscientific technology use 
and deployment

Quantum 
computing

Through optimizing code, 
generative AI may improve the 
design of hardware and quantum 
computing circuits, which are 
intended to solve problems too 
complex for classical computing. 
Quantum computing may 
accelerate generative AI training 
and inference and optimize 
parameter exploration.

 – Advanced models beyond  
human comprehension

 – Impact on the environment 
due to increased energy and 
resource demands

 – Review of legal provisions 
for controlled innovation that 
balance pace and safety  
without hindering progress

 – Incentivization of sustainable 
practices and energy-efficient 
technologies

 – Consideration of measures 
such as investing in research 
to strengthen the security and 
privacy of these systems
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Emotional entanglement

Emotional AI aims to recognize, interpret and 
respond to human emotions, potentially improving 
human-computer interactions. As generative 
AI applications become more complex and 
computationally powerful, the risk of emotional 
reliance between humans and generative AI 
applications tends to increase.69 Risks include 
dependency, privacy issues, coercion or 
manipulation leading to safety or psychological 
risks.70 Such issues are exemplified by cases of 
users claiming that AI companies are interfering 
with their romantic relationships with chatbots.71 
The gravity of these phenomena is already evident 
in society, as seen in the case of a man who 
reportedly “ended his life following a six-week-
long conversation about the climate crisis with an 
AI chatbot”.72 Careful consideration of the ethical 
implications by policy-makers and legislators to 
ensure responsible AI use will be necessary.73

Synthetic data feedback loops 

Human-created content scraped from the internet 
has been crucial in the training of large-scale 
machine learning, but this reliance is at risk due 
to the increasing prevalence of synthetic data 
generated by AI models.74 Training models with 
synthetic data could lead to “model collapse”, 
where the quality of the generated content 
degrades over successive iterations, causing 
the performance of the models to deteriorate.75 
Policy-makers, in collaboration with industry, 
academia and CSOs, will need to consider how 
to stabilize these systems with human feedback, 
preserve human-created knowledge systems and 
incentivize the production and curation of high-
quality data. Such considerations will need to be 
balanced against the requirements of substantial 
storage and processing resources, potentially 
impacting policy efforts related to sustainability.

 As generative 
AI applications 
become more 
complex and 
computationally 
powerful, the risk  
of emotional 
reliance between 
humans and 
generative AI 
applications tends  
to increase.

Interactions

Today, the integration of generative AI technologies 
into personal AI virtual assistants and companions 
raises new challenges that emerge from human 
interaction with and emotional reliance on these 
technologies. This issue highlights the need 
for responsible implementation, privacy, data 
protection and ethical human-AI interaction.  
For example, rapid advances and interactions  

with generative AI-enabled neurotechnology could 
become mainstream for many children, largely  
as consumer electronic devices that are not  
subject to rigorous oversight in clinical settings.  
The advancement and proliferation of voice 
chatbots, often with female-presenting voices,  
raise concerns about reinforced gender biases  
and stereotyping. Responsible and ethical 
development and regulation of these technologies, 
grounded in human rights, must therefore  
be an area of attention across stakeholder groups. 
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Agile and flexible regulation is essential in AI to 
address evolving financial, economic and social 
impacts. Policy-makers must consider diverse 
stakeholder input to account for varied sectoral 
and community short- and long-term impacts. 
Governments should also study varied agile 
practices emerging globally and assess jurisdictional 
fit. For example, they should consider regulatory 
sandboxes for testing prior to broad deployment. 
Another approach is “complex adaptive regulations”, 
which are designed to respond to the effects they 
create and require defined goals, success metrics 
and thresholds for how regulations will adapt to their 
own impacts.

Governmental structures can adopt the dynamics 
of tech companies to become more agile through: 
1) a risk-based approach, 2) regular review of 
technology and marketplace challenges, 3) agile 
response to challenges,78 and 4) review of response 
effects and adaptation.79 Still, agile governance 
should not come at the expense of oversight or 
separation of powers, nor without regard to human 
rights and rights-based frameworks that ensure 
that generative AI development and deployment 
align with societal values and norms. Governments 
should avoid adopting a “move fast and break 
things” form of hyper-agility that has been criticized 
for prioritizing go-to-market testing over mitigation 
of harmful consequences.

3.4  Impact assessments and agile regulations

Often, individuals and institutions rely on a default 
set of assumptions about the future. However, the 
future is inherently uncertain. For a technology as 
rapidly evolving (and with such complex geopolitics) 
as generative AI, unexamined assumptions can lead 
to miscalculations in governance.

Strategic foresight is a set of methodologies and 
tools that allow for an organized, scientific approach 
to thinking about, and preparing for, the future. 
Adoption of strategic foresight helps governments 
be agile – to move beyond assumptions of the 
future, systematically explore critical uncertainties, 
envisage potential solutions and risks, sandbox 
new ideas and articulate alternate visions of 
successful futures.

Strategic foresight has been adopted successfully 
by various governments. For example, in Finland, 
the Government Report on the Future sets 
parameters for long-term planning and decision-
making.76 In the United Arab Emirates, the Dubai 
Future Foundation (DFF) leads 13 councils,77 each of 
which convenes government directors and experts 
to investigate the future of different sectors or issue 

areas (such as AI), and to identify the governance 
and capacity needed to drive positive change.

Although strategic foresight initiatives vary, best 
practices include:

 – Guided: Use models or prompts to guide 
exercises, e.g. use scenario planning matrices 
to consider potential futures across axes of 
critical uncertainties.

 – Consistent: Plan exercises on a recurring basis 
and identify organizational champions.

 – Multistakeholder: Engage cross-functional 
internal and external stakeholders to mitigate 
biases and map multiple possible futures.

 – Transparent: Track and measure adoption – 
for example, in Dubai, a numerical scale was 
developed to rank the effectiveness of each 
agency in integrating strategic foresight and 
rankings were then shared to increase healthy 
competition and incentivize adoption.

3.3  Strategic foresight
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Key areas requiring international cooperation between jurisdictionsTA B L E  1 0

 
 
Standards

 – Standards can help make abstract AI principles actionable, are more agile than regulations and can bolster  
global resilience while regulation processes are underway. 

 – They are critical to regulatory interoperability.81 

 – Quality assurance techniques and technical standards support cross-border trade. Provisions in free trade 
agreements (FTAs) are needed to address challenges facing AI innovators. Testing certifications should  
be interoperable where possible. 

 – Anticipatory standards require increased inclusion of CSOs and academia, and coordination  
of standards bodies.82

 
 
Safety

 – Strengthened R&D of safety techniques and evaluation tools is key to resilience.

 – It is crucial to coordinate AI safety institutes to maximize limited resources. An agreement signed  
by various jurisdictions at the AI Seoul Summit on a network of institutes is promising.83

 – It is additionally necessary to ensure that long-term risks are not prioritized at the expense of identified  
present AI harms.84

 
 
Risks

 – Establishing mutual understanding of 1) taxonomy of risks, 2) definition and scope of mitigating risks,  
and 3) approaches is necessary to evaluate, quantify and determine if a model/application meets  
the risk mitigation threshold. 

 – It is essential to embrace jurisdictional variability on risk tolerance and ethical principles,85 while advancing risk 
management interoperability. This can be achieved by considering how standards may apply across high-risk 
cases while leaving the definition of “high-risk” to jurisdictions.

 – Collaboration across sectors is crucial for proactively identifying generative AI opportunities and risks (including 
critical-, systemic- and infrastructure-related). This could be achieved via a dedicated international observatory.

 
 
Prohibitions

 – Lack of alignment on prohibitions increases the likelihood of generative AI misuse by state or non-state actors  
with severe global consequences.

 – Collaboration on treaties or other norm-building mechanisms is needed to establish clear prohibitions on specific 
forms of generative AI research, development, deployment and use.

 
 
Knowledge- 
sharing

 – Participation in a platform, such as a global governance sandbox, enables the sharing of best practices, case 
studies (e.g. technical, ethical and legal) and tools that allow stakeholders to implement informed governance.

 
 
Infrastructure

 – Many jurisdictions have limited access to compute and high-quality data for training and fine-tuning, leading  
to reliance on models prone to error in local languages or contexts. Even open models are not easily fine-tuned  
to a new language due to underlying tokenization.

 – Examination of opportunities for multilateral sharing, or shared ownership, of compute and data, alongside the 
mitigation of bad-actor access or certain other uses, e.g. military.

 – Developed countries should prioritize sharing resources, expertise and best practices to enable global majority 
countries to build their AI capabilities and participate effectively in international forums.

The current international discussions on generative AI 
governance frequently lack meaningful participation 
from global majority countries. This can create 
significant knowledge gaps about the risks, 
opportunities and prospects of the generative AI 
supply chain in those underrepresented regions.80 
Principles and frameworks developed without 
their input may prove ineffective or even harmful. 
Unaddressed, these tensions could lead to a 
fragmentation of the global generative AI community 
into segregated, non-interoperable spheres.

Thus, international cooperation is essential in six 
areas (see Table 10) to harness the benefits of 
generative AI while managing its dangers equitably. 
This can be achieved through bilateral, regional and 
broader international mechanisms of cooperation, 
like those advanced by the World Economic Forum, 
the United Nations (UN), Group of 20 (G20), the 
Organisation for Economic Co-operation and 
Development (OECD) and the African Union High 
Level Panel on Emerging Technologies (APET).

3.5  International cooperation
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Conclusion
This paper is intended to provide policy-makers 
and regulators with a detailed, practical and 
implementable generative AI governance 
framework. Generative AI, like other technologies, 
is not neutral – it touches upon shared values 
and fundamental rights. Before introducing new 
AI regulations, it is crucial to evaluate the current 
regulatory landscape and enhance coordination 
among sectoral regulators to mitigate generative 
AI-induced tensions. Existing regulatory authorities 
should be assessed for their capability to respond 
to emerging generative AI challenges, and the 
trade-offs of a distributed governance approach 

versus a single dedicated agency should be 
considered. A comprehensive whole-of-society 
governance strategy should address industry, 
civil society and academic challenges, promoting 
cross-sector collaboration and interdisciplinary 
solutions. Looking ahead, future strategies need 
to account for resource limitations and global 
uncertainties, with adaptable foresight mechanisms 
and international cooperation through standardized 
practices and shared knowledge. By adopting a 
harmonized approach, generative AI challenges can 
be addressed more effectively at a global level. 
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