Foreword

When the World Economic Forum and CPP Investments Insights Institute embarked on this partnership in mid-2022, the broad relevance of responsible artificial intelligence (RAI) to investors was still in question. The role of investors in accelerating the adoption of RAI, particularly given other expectations placed on companies in the areas of climate change, equity, diversity and inclusion, and cybersecurity, was also unclear.

With the launch of ChatGPT in late 2022, both the opportunities and risks of AI came into sharper focus. In short order, the importance of adopting RAI principles and policies was no longer in doubt.

What, then, is the specific function of investors in advancing the adoption of those principles and policies?

As articulated by Amara’s Law, we often overestimate the effect of a technology in the short term and underestimate the effect in the long term. This adage reminds us that the early excitement surrounding generative AI’s potential, while justified, ought to be balanced with a longer-term, prudent approach to foundational concerns. The broader business community is already struggling with risks such as data breaches, privacy loss, job loss, ethical challenges, misinformation and disinformation.

To protect their portfolios’ stability both now and in the future, investors should tackle both these immediate issues as well as the deeper implications of AI. This starts with establishing strong governance frameworks and clear principles and practices to integrate RAI standards into all applications.

If successful, the term “RAI” will become obsolete as high-quality, trustworthy and safe AI becomes the norm. Just as we don’t distinguish between “bridges” and “bridges that don’t collapse”, the qualifier “responsible” will become an unspoken expectation. Today, we are at the beginning of this era, as new laws and regulations emerge to ensure that all AI applications are responsible.

This brings us back to our original question, for which there is an unequivocal answer: large investors can and should exercise the influence afforded by their capital to promote the use of RAI in their portfolios, in their work with investment partners, and in the ecosystem at large.

This white paper offers a playbook for how investors can accelerate the adoption of RAI to help drive value. While it is not a comprehensive view of all levers available, we believe it provides useful guidance, examples and concrete steps for engaging with other stakeholders.
Executive summary

Responsible artificial intelligence positions companies for success in the Fourth Industrial Revolution.

Artificial intelligence (AI) is taking a central role in the Fourth Industrial Revolution, a period defined by the fusion of technologies and a “blurring of the lines” between physical, digital and biological spheres.1 AI is rapidly finding its way into a broad array of business-to-business and business-to-consumer applications. For large investors, ensuring all AI applications are responsible (i.e. honest, helpful and harmless) is not merely a technological upgrade but a strategic imperative. Ensuring it is developed and deployed in a manner consistent with responsible AI (RAI) principles is an important step for enhancing risk-adjusted returns and positioning businesses for success.

RAI reduces risk and promotes growth in the following ways:

- **It addresses non-regulatory business risks.** The adoption of AI carries risks of unintended consequences across ethical (social) and technological dimensions, such as new types of cyberattacks, unwanted biases, job disruptions and/or displacement, and data leaks or poisoning. A comprehensive RAI strategy can help identify and mitigate these risks.

- **It mitigates legal and regulatory risks.** A proactive RAI framework can anticipate and adapt to legal and regulatory changes, safeguarding businesses and their investors from fines and reputational harm.

- **It can improve top- and bottom-line growth.** Studies indicate RAI can increase customer trust and, therefore, engagement and retention. It can also protect brand safety, broaden revenue streams, offer procurement advantages in competitive bidding processes, and increase pricing power in the marketplace, outperforming AI systems and businesses less aligned with RAI.

To capitalize on AI’s potential, investors should engage with stakeholders, including:

- **Corporate boards:** By engaging with boards of portfolio companies, direct investors can help establish (or hold directors accountable for establishing) RAI principles, policies and accountability measures.

- **Investment partners:** Asset owners can encourage investment partners to adopt AI governance in their own operations and extend it into their holdings.

- **The broader ecosystem:** Over a longer period, investors’ efforts can help create an ecosystem where the benefits of RAI are well understood and adoption is ubiquitous.

A few key areas requiring further development are:

- **AI governance and standards:** A dynamic framework for AI governance is essential, as are universally accepted measures of its effectiveness. Collaborative efforts among private sector actors, academia and government (among others) can help speed up the development of these tools.

- **Education and capacity building:** To keep pace with AI advancements, stakeholders must invest in continuous learning. This includes executive education, forums for investor dialogue and public awareness initiatives.

- **Balancing speed of deployment with safety concerns:** Companies will face the temptation to develop and deploy AI rapidly in pursuit of short-term gains, treating RAI as an afterthought rather than a forethought. Without appropriate attention to RAI, hasty deployment will put long-term value at risk.
Introduction

Responsible artificial intelligence can preserve and create value for investors and other stakeholders.

While the rapid development of generative artificial intelligence (AI) has recently captured headlines and imaginations, the power of AI has been growing for more than 70 years. The term AI was first proposed at the 1956 Dartmouth Summer Research Project on Artificial Intelligence through the introduction of the Logic Theorist – a program designed to mimic the problem-solving skills of a human.

Since then, AI has been integrated into operations in a variety of industries, from healthcare to finance, manufacturing to transport. Today, the technology facilitates drug discovery, enables fraud detection, powers predictive maintenance and drives vehicles. Its influence is only expected to grow. According to a 2023 McKinsey & Company report, AI's potential impact on the global economy could be upwards of $25.6 trillion annually, which, even if inaccurate given the challenges of forecasting (particularly in fast-changing environments), indicates its potential scale.

RAI has the potential to mitigate risk and increase value for stakeholders. All stakeholders for whom AI is a material risk or opportunity (e.g., corporations developing and adopting AI, investors financing those companies and players in the broader ecosystem) have an incentive to accelerate RAI's adoption. Yet this often lags behind other strategic AI priorities.

RAI dimensions and principles

RAI is the practice of designing, building, deploying, operationalizing and monitoring AI systems in a manner that empowers people and businesses and impacts customers and society equitably. This paper uses the most inclusive definition of RAI to cover both the ethical (social) and technical dimensions of AI, adhering to principles of validity and reliability, safety, fairness, security and resilience, accountability and transparency, explainability and interpretability, and privacy.

The applicability of these principles is context dependent. For example, when AI is used in healthcare, reliability and safety might be of utmost importance, whereas when it is used in hiring processes, fairness could be the key concern. The challenge lies in finding the right balance between these principles within a given context, which often involves making conscious trade-offs.

This playbook draws on research and insights from stakeholders across the AI ecosystem. It aims to help investors understand and assess the integration of RAI in their portfolios and opportunities for engagement. Investors can consider adopting elements of this playbook as they develop their own AI strategies.
The business case for RAI and the role of stakeholders

Investors have an incentive and an opportunity to accelerate RAI.

1.1 AI will drive both risks and profits

As AI adoption proliferates, it will become a driver of both risk (i.e. the potential for harm) and value. This means it will also become an important part of the due diligence investors perform to assess potential investments. Ultimately, how it is governed and managed will become a core oversight priority for corporate boards.

According to McKinsey & Company, organizations need to manage nine categories of risk, as identified in Table 1.

<table>
<thead>
<tr>
<th>Risk category</th>
<th>Sub-risks</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethical and social</td>
<td>Privacy violations</td>
<td>AI systems might compromise privacy by the unauthorized use/disclosure of personal or sensitive information.</td>
</tr>
<tr>
<td></td>
<td>Bias and discrimination</td>
<td>AI may perpetuate biases from its training data, resulting in discrimination and unfair outcomes.</td>
</tr>
<tr>
<td></td>
<td>Workforce and environmental</td>
<td>AI deployment may amplify existing inequalities or create negative impacts on employment, job quality and the environment.</td>
</tr>
<tr>
<td>Technical and operational</td>
<td>Inaccurate output</td>
<td>AI-generated output may be false or misleading, undermining decision-making and causing adverse effects.</td>
</tr>
<tr>
<td></td>
<td>Lack of explainability and accountability</td>
<td>AI-generated output may be hard to interpret, and it may be difficult to allocate accountability for different harms caused by AI.</td>
</tr>
<tr>
<td></td>
<td>Third-party risk</td>
<td>Use of AI or services provided by external vendors without appropriate guardrails and/or inadvertent intellectual property (IP) leakage into the public domain can lead to negative consequences.</td>
</tr>
<tr>
<td>Security and legal</td>
<td>IP infringement</td>
<td>AI systems lead to ethical challenges when used in ways that violate copyright, patents, or other IP rights.</td>
</tr>
<tr>
<td></td>
<td>Security threats</td>
<td>Hidden weaknesses within AI systems may create exploitable vulnerabilities, posing cybersecurity risks.</td>
</tr>
<tr>
<td></td>
<td>Incorrect/malicious use</td>
<td>Misusing AI for unintended purposes can lead to unintentional harm, particularly when users misunderstand its limitations. In some cases, AI may be weaponized for malicious intent, such as launching cyberattacks.</td>
</tr>
</tbody>
</table>

Overall, AI risks can lead to significant unintended or maliciously intended negative consequences or harms for organizations and their investors. These harms can impact financial performance, non-financial performance, legal and compliance issues, and reputational integrity.

TABLE 1 Some categories of AI risks (illustrative, non-exhaustive)
Real-world corporate setbacks underscore AI’s potential to harm corporations and their investors. For instance, Zillow lost approximately $881 million on its Zillow Offers home-flipping business in 2021 when its models did not adjust in tandem with a cooling housing market.10 The New York Times sued OpenAI and Microsoft in 2023 over the use of copyrighted work in their products’ answers to user prompts.11 The list of real-world harms and near-harms from AI systems continues to pile up in the AI Incident Database and the Organisation for Economic Co-operation and Development’s (OECD) AI Incidents Monitor.

Beyond the direct organizational impact, AI harms can impact people and create issues in the broader ecosystem in which investors operate – per the National Institute of Standards and Technology’s AI Risk Management Framework (NIST AI RMF) (see Figure 1).12

In recognition of these harms, major regulations related to the oversight of AI are in development, and many are likely to take effect in 2024.13 Since 2016, countries have passed at least 148 AI-related bills, with the majority passed in recent years.14 The European Union AI Act (EU AIA), which currently represents the most stringent AI regulation,15 aims to create a risk-based approach to governing the technology.16 The EU AIA’s extraterritorial scope and its exceptionally high fines (i.e. the higher of up to €35 million or 7% of the company’s total worldwide annual turnover) are expected to also influence regulatory requirements outside of the EU’s borders (i.e. the “Brussels effect”).17

Moreover, companies that start with strong AI governance structures can scale with confidence and drive business growth and innovation.21 A study by Boston Consulting Group (BCG) found that companies that prioritize responsibility in expanding their AI capabilities experience nearly 30% fewer AI failures22 compared to companies that do not.23 Furthermore, companies with mature RAI programmes have double the chance of realizing a business “benefit” – such as better products or services or accelerated innovation – from their AI investment, regardless of their AI maturity.24

Further, consumer trust has been identified as a key determinant of corporate performance, explaining 31% of the variance for profit margins and 21% of the variance for return on assets.25 As AI proliferates, failure to align with RAI principles has the potential to place a drag on this measure. Conversely, bolstering trust through RAI can unlock a flywheel of benefits for governments, businesses and investors.

Business leaders overwhelmingly agree that the potential long-term benefits and cost savings associated with implementing AI responsibly far outweigh the initial expense of implementing RAI.19 According to Bain & Company, companies with a comprehensive, responsible approach to AI earn twice as much profit from their AI efforts.20

In recognition of these harms, major regulations related to the oversight of AI are in development, and many are likely to take effect in 2024. Since 2016, countries have passed at least 148 AI-related bills, with the majority passed in recent years. The European Union AI Act (EU AIA), which currently represents the most stringent AI regulation, aims to create a risk-based approach to governing the technology. The EU AIA’s extraterritorial scope and its exceptionally high fines (i.e. the higher of up to €35 million or 7% of the company’s total worldwide annual turnover) are expected to also influence regulatory requirements outside of the EU’s borders (i.e. the “Brussels effect”).

While RAI is primarily about mitigating the AI risks and harms above, it can also generate additional benefits for companies. Other sources of value from RAI are predicated upon trust – they include its ability to improve top- and bottom-line growth by increasing customer engagement, broadening revenue streams, offering procurement advantages in competitive bidding processes, and increasing pricing power in the marketplace. Business leaders overwhelmingly agree that the potential long-term benefits and cost savings associated with implementing AI responsibly far outweigh the initial expense of implementing RAI. According to Bain & Company, companies with a comprehensive, responsible approach to AI earn twice as much profit from their AI efforts.

Moreover, companies that start with strong AI governance structures can scale with confidence and drive business growth and innovation. A study by Boston Consulting Group (BCG) found that companies that prioritize responsibility in expanding their AI capabilities experience nearly 30% fewer AI failures compared to companies that do not. Furthermore, companies with mature RAI programmes have double the chance of realizing a business “benefit” – such as better products or services or accelerated innovation – from their AI investment, regardless of their AI maturity.

Further, consumer trust has been identified as a key determinant of corporate performance, explaining 31% of the variance for profit margins and 21% of the variance for return on assets. As AI proliferates, failure to align with RAI principles has the potential to place a drag on this measure. Conversely, bolstering trust through RAI can unlock a flywheel of benefits for governments, businesses and investors.
The role of stakeholders in promoting responsible AI

A global consensus has started forming that RAI solutions must keep pace with innovation in AI. As AI’s prevalence and potential impact increase globally, companies, investors, governments and regulators will face a potential rise in the scale of risks and consequences.

For investors, building a resilient investment portfolio will involve staying ahead of AI developments. The motivation for investors to accelerate the adoption of RAI is grounded in the anticipation that the worldwide community will persist in moving towards the acquisition, development and implementation of AI, along with the expectation of government-imposed regulations, responding to corporate promises, and evolving consumer and corporate practices.

The Decision Points in AI Governance white paper series from UC Berkeley’s Center for Long-Term Cybersecurity details three case studies on efforts to operationalize AI principles.26

<table>
<thead>
<tr>
<th>Stakeholder grouping</th>
<th>Stakeholders</th>
<th>Examples</th>
<th>Role in RAI</th>
<th>Incentive to accelerate the adoption of RAI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broader ecosystem</td>
<td>Governments, regulators</td>
<td>Governmental bodies (e.g. EU Commission, US Federal Trade Commission)</td>
<td>Define legal frameworks, enforce AI regulations, set “rules of the game”</td>
<td>Protect citizens, boost innovation, build trust</td>
</tr>
<tr>
<td></td>
<td>Professional and research</td>
<td>Independent organizations, not-for-profits, research institutions</td>
<td>Evaluate AI impacts, advance RAI research, advocate for policy</td>
<td>Build trust, influence and community</td>
</tr>
<tr>
<td></td>
<td>organizations</td>
<td>(e.g. Partnership on AI, The Alan Turing Institute), academia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investors</td>
<td>Asset owners</td>
<td>Individuals/institutions owning financial assets (e.g. pension funds, insurance companies, sovereign wealth funds, foundations)</td>
<td>Set RAI expectations for asset managers (internal and external), contribute to standard setting</td>
<td>Manage risks, create value, act in best interests of their stakeholders (fiduciary duty)</td>
</tr>
<tr>
<td></td>
<td>Asset managers</td>
<td>Individuals/institutions managing investments (e.g. private equity general partners, hedge fund investment managers, asset owner employees)</td>
<td>Integrate RAI into investment decisions and engagement with companies</td>
<td>Manage risks, create value, deliver on asset owner mandates</td>
</tr>
<tr>
<td>Companies</td>
<td>Boards</td>
<td>Governing bodies within companies (e.g. board of directors)</td>
<td>Oversee RAI strategy, manage AI risks</td>
<td>Protect reputation, comply with regulations, direct strategy, minimize harm to people and planet</td>
</tr>
<tr>
<td></td>
<td>Management</td>
<td>Teams that execute company operations (e.g. C-suite executives, operations managers and other employees)</td>
<td>Create RAI governance, implement RAI strategy, ensure operational RAI alignment, minimize harm to people and the planet</td>
<td>Build a sustainable business, gain a competitive edge, advance best practices for product development</td>
</tr>
</tbody>
</table>

TABLE 2 Stakeholders’ role and incentive to accelerate the adoption of RAI
Investor engagement in RAI

To mitigate risks and harms, investors will need to engage on RAI across the portfolio and potentially beyond.

2.1 Focusing on areas of greatest impact

Where can investors begin? The following steps will help guide them as they begin to engage with companies, external asset managers and the broader ecosystem. Additional tools have also emerged to assist them.

Step 1: Develop RAI commitments and apply its principles and practices to internal operations.

The first step for investors looking to integrate RAI across their portfolios is to become knowledgeable on AI/RAI and apply it to their own operations. This includes defining their own RAI principles and priorities, including what they will not invest in. If using AI in their own operations, investors should adopt an AI governance framework with clear policies and standards and promote a culture of accountability and transparency around AI development, adoption and use.

Step 2: Conduct RAI due diligence on the portfolio.

AI will soon be at play in nearly all companies, from the innovation labs of big tech to factory floors. The question for investors is, where in the portfolio should they first focus on RAI? Given the diversity of portfolios and investor archetypes, engagement and mitigation strategies should be tailored to individual portfolios and investment strategies.

Investors should perform proper due diligence to assess how companies and investment partners are positioned to meet RAI principles (see case study 1). In portfolios of direct investments, potential areas for strengthening or instilling RAI practices may occur where AI drives core revenue streams, is deployed in high-risk areas, is highly regulated, or has high adoption rates (see case study 2). In addition, companies in the “real economy” that have not yet adopted AI in any meaningful way represent an opportunity for investors to help make RAI a part of the company’s AI strategy foundation. In portfolios with outsourced asset management, investors may perform diligence on their investment partners to ensure appropriate RAI policies and procedures are in place.

Step 3: Engage with companies, external managers and the broader ecosystem.

Working with companies, external managers and other players can extend investors’ influence and help them maximize the value of their AI investments by building bespoke plans to accelerate the adoption of RAI. Engagement with companies, external managers and the broader ecosystem is covered more in the following chapters of this playbook.

Investor priorities will often depend on what is discovered during due diligence and stakeholder needs (e.g. corporate governance, capacity building, strategy and risk management). That said, AI governance is a key point of leverage and impact.

Governance establishes the foundation. Mechanisms like regulation, principles, policies, standards and oversight lay the groundwork for RAI.

There is a gap before regulation. Laws and regulatory expectations governing AI are still emerging in most regions. This creates an opportunity for investors to promote strong self-governance mechanisms that proactively address stakeholder concerns. Getting ahead of regulation helps proactively mitigate regulatory and business risks, saves costs and ultimately influences the regulatory landscape.

Governance supports innovation and trust. With effective governance in place, organizations can confidently pursue innovative applications of AI, knowing they have mechanisms to identify and mitigate risks.

Overall, ecosystem AI governance informs and enforces organizational AI governance, which leads to the delivery of RAI principles. The transparency provided to investors allows them to hold corporates and investment partners accountable.
Radical Ventures, an AI-focused venture fund, developed a framework to help investors assess the efforts of early-stage companies as they build and deploy AI.

Investors can use Radical Ventures’ Responsible AI for Start-ups (RAIS) framework, available as an open-source tool, early in the investment process to assess whether start-ups are maximizing AI’s potential benefits and building appropriate risk mitigation measures.

RAIS assigns a score for each vulnerability or threat uncovered, based on the likelihood of that threat occurring and the magnitude of the consequence. When safety risks are identified in RAIS, the framework provides mitigation strategies. It helps investors to think through best practices (such as those documented in critical algorithm studies) and to build those practices into their core business strategy. The framework covers three key areas of risks: social and ethical, regulatory compliance, and technical.

While tailored to venture capital (VC) investors that may be involved with helping founders develop products at an early stage, the RAIS framework is relevant for anyone engaging with AI tools. It’s designed to help users answer three questions: What are the benefits? What are the risks? Do the benefits outweigh the risks?

### CASE STUDY 1

**Radical Ventures’ RAIS for start-ups framework**

<table>
<thead>
<tr>
<th>Other diligence tools</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The Data &amp; Trust Alliance,</strong> <em>Responsible Data &amp; AI Diligence for M&amp;A</em></td>
</tr>
<tr>
<td>This toolkit helps investors assess the value and risks of business models built on data and AI. Despite the reference to mergers and acquisitions (M&amp;A) in the title, the tool can be tailored to investors seeking minority positions.</td>
</tr>
<tr>
<td><strong>TechBetter,</strong> <em>Responsible Investing in AI: A Guidebook for VCs</em></td>
</tr>
<tr>
<td>TechBetter’s guidebook offers a five-step process: 1) assessing whether a company poses AI risks, 2) rating the company’s regulatory risk and risk of conflict with the investors’ values, 3) assessing the company’s RAI maturity, 4) determining investment eligibility, and 5) defining post-investment support.</td>
</tr>
<tr>
<td><strong>United Nations Human Rights Office of the High Commissioner,</strong> <em>B-Tech initiative</em></td>
</tr>
<tr>
<td>This tool provides guidance and resources for implementing the United Nations Guiding Principles (UNGPs) on business and human rights in technology. It aims to help institutional investors engage with technology companies on human rights risks linked to core elements of their business models.</td>
</tr>
</tbody>
</table>
Credo AI, an AI governance platform, works with enterprises across sectors to responsibly build, adopt, procure and use AI at scale. Credo AI has found that the sectors offering the greatest opportunity for RAI share several characteristics: the use of AI could raise material business risks, AI tools are already widely used, and the use of AI could have significant financial or reputational impact.

**CASE STUDY 2**

**Insights from Credo AI on sectoral opportunities for RAI**

**Credo AI**, an AI governance platform, works with enterprises across sectors to responsibly build, adopt, procure and use AI at scale. Credo AI has found that the sectors offering the greatest opportunity for RAI share several characteristics: the use of AI could raise material business risks, AI tools are already widely used, and the use of AI could have significant financial or reputational impact.

**FIGURE 2  AI risk and adoption by sector**

- **High risk** – Consumer, Discretionary
- **Low risk** – Consumer staples, Materials, Real estate, Utilities
- **High adoption** – Healthcare, Communication services, Financials, Industrial
- **Low adoption** – IT, Energy

Credo AI’s customer base suggests that companies in sectors like healthcare, communication services, financials and industrials – encompassing services in human resources (HR) and transport – are more inclined to invest in and adopt RAI practices due to the potential impact on individuals (see Figure 2). Misuse of AI in these sectors could have serious consequences, including health risks, financial loss or even loss of life. These sectors are also facing growing regulatory pressures and the potential for public scrutiny.

Additionally, there are sectors where the adoption of AI is high, but the perceived risks of their use cases are relatively low, especially in terms of direct harm to individuals or regulatory non-compliance. These include information technology (IT), where AI is used to optimize processes, enhance operational efficiency or provide non-critical consumer services. Here, the emphasis on RAI often dovetails with more traditional considerations when adopting digital technologies at scale, such as privacy, data protection and security.

**Cross-sector AI use cases**

AI applications, including employment decision tools designed to select potential employees and content generation tools like Microsoft Copilot, span multiple industries. For example, the rising adoption of generative AI tools underscores the universal importance of RAI principles, regardless of industry-specific risks or AI adoption levels.
## 2.2 Engagement with companies

A company’s investors, board directors and management all play critical roles in creating sustained long-term value. The division of authority and responsibilities among this triad of roles is the core of good governance.29

In respecting this division of authority and responsibilities, investors engage with portfolio companies through their board representation and shareholder voting rights.30 Directors of companies are responsible for providing oversight and counsel to management about material business opportunities and risks, and ensuring that these are considered in strategy-setting, operational implementation and in relevant disclosures to the market. Where AI is a material risk or opportunity, the board should assume oversight as it would any other material business risk.

Productive engagement with the boards of investee companies is critical. The International Corporate Governance Network (ICGN), led by investors responsible for assets under management of around $70 trillion, has published an AI engagement guide for investors,31 inclusive of key considerations, expectations of companies and stewardship dialogue. Table 3 highlights sample objectives, tools and examples to further help investors strategize engagement with boards on RAI.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Engagement objectives</th>
<th>Supporting tools</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AI principles</strong></td>
<td>Adoption and publication of RAI principles</td>
<td>NIST AI RMF, OECD AI Principles, EU AI Act, Blueprint for an AI Bill of Rights</td>
<td>Telefonica, BMW, Novartis, Allianz SE and H&amp;M Group have all published AI principles. The World Benchmarking Alliance Collective Impact Coalition for Digital Inclusion (WBA Digital CIC), led by Boston Common Asset Management and Fidelity International, operates a coordinated engagement campaign to push technology companies to advance ethical AI policies and practices. Of the 200 companies evaluated in the 2023 Digital Inclusion Benchmark 19 have since announced their inaugural AI principles32 – Digital CIC members had led outreach to all 19 throughout the year.</td>
</tr>
<tr>
<td><strong>Policies and procedures</strong></td>
<td>Alignment with emerging global RAI frameworks, standards and certifications</td>
<td>AI governance frameworks such as the NIST AI RMF, Model AI Governance Framework—Personal Data Protection Commission (PDPC) Singapore, ISO/IEC’s standards for AI (e.g. ISO/IEC JTC 1/SC 42, ISO/IEC 42001) RAI Institute’s Certification Program for AI Systems</td>
<td>Microsoft and IBM have developed policies and procedures that seek to align with emerging global RAI standards. Radical Ventures includes a clause in its term sheets asking for a commitment from investee companies to work with Radical to develop and implement RAI guidelines.</td>
</tr>
<tr>
<td><strong>Roles and responsibilities</strong></td>
<td>Demonstrable AI competence and oversight</td>
<td>The Open Compliance and Ethics Group (OCEG) provides guidance on key questions boards should be asking33</td>
<td>Court Square Capital Partners partnered with Accenture to host a virtual AI tech-in for their portfolio companies34</td>
</tr>
</tbody>
</table>

### Table 3

**Productive engagement with boards on RAI**
Norges Bank Investment Management (NBIM), manager of the $1.5 trillion Norwegian Government Pension Fund Global, published its view on RAI in 2023.36 NBIM’s view is rooted in the understanding that as AI becomes more integrated into the operations of companies across sectors and markets, its use must be aligned with responsible business conduct, which includes ethical considerations, human rights and shareholder value. By enhancing innovation and efficiency, AI can result in significant gains for companies, individuals and society. However, AI is developing rapidly, making it challenging to predict and manage risks.

NBIM views responsible development and use of AI as a core element of responsible business conduct and a necessary complement to the emerging regulatory landscape. NBIM emphasizes the following three elements of RAI:

1. **Board accountability:** NBIM believes the board of directors is accountable for ensuring that companies develop and use AI responsibly. NBIM expects boards to have suitable competency and to exercise appropriate oversight of AI strategies, ensuring they are integrated into broader risk management frameworks and align with international norms and standards.

2. **Explainability and transparency:** Understanding how AI models are trained and make decisions is important for ensuring AI-driven decisions are fair, unbiased and can be trusted by stakeholders. NBIM encourages companies to be transparent about the datasets used for training algorithms and the measures taken to prevent discriminatory outcomes.

3. **Robust risk management:** NBIM believes companies must be proactive in managing AI-related risks and transparent about their objectives in developing and deploying AI systems. Risk management includes identifying, assessing and mitigating the potential and actual adverse impacts of AI. Companies should exercise human oversight and control, secure all AI systems to prevent malicious use and data breaches and understand the wider societal impacts associated with the deployment of AI, such as long-term effects on the workplace as well as inequality, privacy and discrimination.

NBIM engages with individual companies, particularly those in the healthcare and technology sectors, through dialogue and exercising its shareholder rights. NBIM has sent letters to over 60 company boards to share its views and encourage the adoption of RAI practices.

**CASE STUDY 3**
How NBIM makes RAI a priority

Norges Bank Investment Management (NBIM), manager of the $1.5 trillion Norwegian Government Pension Fund Global, published its view on RAI in 2023.36 NBIM’s view is rooted in the understanding that as AI becomes more integrated into the operations of companies across sectors and markets, its use must be aligned with responsible business conduct, which includes ethical considerations, human rights and shareholder value. By enhancing innovation and efficiency, AI can result in significant gains for companies, individuals and society. However, AI is developing rapidly, making it challenging to predict and manage risks.

NBIM views responsible development and use of AI as a core element of responsible business conduct and a necessary complement to the emerging regulatory landscape. NBIM emphasizes the following three elements of RAI:

1. **Board accountability:** NBIM believes the board of directors is accountable for ensuring that companies develop and use AI responsibly. NBIM expects boards to have suitable competency and to exercise appropriate oversight of AI strategies, ensuring they are integrated into broader risk management frameworks and align with international norms and standards.

2. **Explainability and transparency:** Understanding how AI models are trained and make decisions is important for ensuring AI-driven decisions are fair, unbiased and can be trusted by stakeholders. NBIM encourages companies to be transparent about the datasets used for training algorithms and the measures taken to prevent discriminatory outcomes.

3. **Robust risk management:** NBIM believes that companies must be proactive in managing AI-related risks and transparent about their objectives in developing and deploying AI systems. Risk management includes identifying, assessing and mitigating the potential and actual adverse impacts of AI. Companies should exercise human oversight and control, secure all AI systems to prevent malicious use and data breaches and understand the wider societal impacts associated with the deployment of AI, such as long-term effects on the workplace as well as inequality, privacy and discrimination.

NBIM engages with individual companies, particularly those in the healthcare and technology sectors, through dialogue and exercising its shareholder rights. NBIM has sent letters to over 60 company boards to share its views and encourage the adoption of RAI practices.
As AI integration moves beyond concepts and pilots into real business operations, UBS Asset Management (UBS AM) believes it is important to strengthen governance and internal controls.

UBS AM focuses on AI governance, particularly how boards and executive management teams prioritize RAI, stressing the importance of internal accountability and communication across business functions to support board governance throughout the implementation cycle.

UBS AM expects boards to determine if the right business functions are involved in the AI life cycle. From UBS AM's engagement experience, the “missing link” often lies in connecting feedback from employees and customers to the group layer to improve the overall structure, policies, standards and AI inventory and to the business line for version controls and customization.

Table 4 spans three layers of the organization and three categories of risk, with sample activities at each level and groups to involve. This framework translates conceptual AI governance models (e.g. data, model and application layers) into a corporate governance model.

Flexibility is required when applying the framework to individual organizations. While this framework was designed for large multi-layered organizations, the conceptual model can be applied to smaller organizations.

**TABLE 4  UBS AM’s three-layer AI oversight model**

<table>
<thead>
<tr>
<th>Layer</th>
<th>Sure risks “known knowns”</th>
<th>Expected risks “known unknowns”</th>
<th>Unexpected risks “unknown unknowns”</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group level</strong></td>
<td>Requires robust governance framework and principles, comprehensive AI policies and standards, and centralized technology functions</td>
<td>Strategic risk management processes, learning and improvement cycles are established for risk preparedness</td>
<td>A culture of agility, integrity and resilience is developed. Strong external partnerships are maintained for rapid response and recovery</td>
</tr>
<tr>
<td></td>
<td>□ Legal and compliance</td>
<td>□ Legal and compliance</td>
<td>□ Legal and compliance</td>
</tr>
<tr>
<td></td>
<td>□ IT</td>
<td>□ Risk</td>
<td>□ Risk</td>
</tr>
<tr>
<td></td>
<td>□ Risk</td>
<td>□ Audit</td>
<td>□ Audit</td>
</tr>
<tr>
<td></td>
<td>□ Data</td>
<td>□ Data</td>
<td>□ Data</td>
</tr>
<tr>
<td><strong>Business line</strong></td>
<td>Ensures AI initiatives align with organization-level governance, compliance and risk management within specific business units</td>
<td>Risk assessments and impact analyses, contingency plans are carried out for critical AI systems</td>
<td>Business continuity planning, emergency procedures and crisis management plans are established</td>
</tr>
<tr>
<td></td>
<td>□ Legal and compliance</td>
<td>□ Legal and compliance</td>
<td>□ IT</td>
</tr>
<tr>
<td></td>
<td>□ Sustainability</td>
<td>□ Risk</td>
<td>□ Risk</td>
</tr>
<tr>
<td></td>
<td>□ Department/business line</td>
<td>□ Audit</td>
<td>□ Audit</td>
</tr>
<tr>
<td></td>
<td>□ Data</td>
<td>□ Finance</td>
<td>□ Finance</td>
</tr>
<tr>
<td><strong>Application and use case</strong></td>
<td>Requires adherence to development and deployment standards, conduct thorough testing and validation</td>
<td>AI systems are monitored for emerging risks and performance issues, mechanisms for real-time risk detection and mitigation</td>
<td>Rapid incident response protocols, and swift rollback or shutdown procedures for AI systems for unforeseen issues are in place</td>
</tr>
<tr>
<td></td>
<td>□ Finance</td>
<td>□ Risk</td>
<td>□ Legal and compliance</td>
</tr>
<tr>
<td></td>
<td>□ Sustainability</td>
<td>□ Audit</td>
<td>□ Risk</td>
</tr>
<tr>
<td></td>
<td>□ Business line</td>
<td>□ Business line</td>
<td>□ Audit</td>
</tr>
<tr>
<td></td>
<td>□ Operations</td>
<td>□ Operations</td>
<td>□ Other enabling functions</td>
</tr>
<tr>
<td></td>
<td>□ Other enabling functions</td>
<td></td>
<td>□ Department/business line</td>
</tr>
</tbody>
</table>

*Note: For illustration purposes only.*

*Source: UBS AM*
2.3 Engagement with external asset managers

External asset managers are essential to the effort to apply RAI in a consistent manner across the portfolio. By engaging them, asset owners can help ensure that RAI is implemented in alignment with the investor’s values and principles.

An important first step in this process is to agree on goals and align incentives.

The following is a list of questions to help begin that discussion:

**BOX 3**

**Asset manager discussion guide**

- How does the asset manager ensure they have sufficient understanding and expertise on the topic of AI, specifically in relation to risk management and value creation?

- Has the concept of RAI been factored into the asset manager’s investment strategy? If so, how? If not, why not?

- Has the asset manager expressed a stance on RAI? Is this reflected in existing policies such as their investment policy?

- Can the asset manager outline the risk management processes in place to identify and mitigate material AI-related risks? From the asset manager’s perspective, what are the key AI-related risks for investment activities?

- Does the asset manager conduct risk-based due diligence to identify, prevent and mitigate any negative impacts of AI in the portfolio?

- How does the asset manager ensure the companies they invest in are adhering to RAI practices?

- What measures or key performance indicators does the asset manager use to assess RAI postures across the portfolio?
Manulife Investment Management (Manulife IM) is the global wealth and asset management segment of Manulife Financial Corporation. In 2023, Manulife IM Private Equity & Credit (PE&C), a group within Manulife IM, initiated a research project focused on building knowledge on topics related to responsible technology innovation and implementation (RTII), also referred to as sustainable digital economy (SDE).

As long-term investors and fiduciaries, Manulife IM PE&C prioritizes downside protection and long-term capital growth for clients, emphasizing the importance of understanding the technological factors that influence future business success. Manulife IM PE&C acknowledges the profound effects of AI, automation and digitalization in various industries and aims to integrate responsible governance of RTII considerations into its investment process, seeking to further enhance the resilience and long-term returns of its investment portfolios.

To date, Manulife IM PE&C has engaged with an external research collective, Investors for a Sustainable Digital Economy (ISDE), contributing to the creation of a sector impacts map for RTII. It is noted that there are few public examples of asset owners engaging with external asset managers on RTII. That said, there is an opportunity for asset owners to communicate their positions on RTII to their external asset managers.

**CASE STUDY 5**

**External asset manager engagement at Manulife**

Table 5 covers some sample objectives, tools and examples investors can consider when engaging asset managers on RAI in their portfolios (asset managers’ own use of AI would be covered per section 2.2).

<table>
<thead>
<tr>
<th>Issue</th>
<th>Engagement objectives</th>
<th>Supporting tools</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policies and procedures</td>
<td>Integration of RAI into diligence and investment decisions</td>
<td>Limited partner (LP) signatories of Responsible Innovation Labs’ (RIL) RAI commitments make pledges that include encouraging their VC general partners to make voluntary RAI commitments. RIL has created an RAI Protocol to help put the commitments into practice.</td>
<td>Princeton University Investment Company and Oxford University Endowment Management encourage their VC general partners to make RIL’s voluntary RAI commitments.38</td>
</tr>
<tr>
<td>Investor transparency</td>
<td>Reporting on portfolio alignment with RAI, including performance metrics, risk assessments and other considerations</td>
<td>Industry-standard due diligence questionnaires from the Institutional Limited Partner Association (ILPA) and the Alternative Investment Management Association (AIMA) can be expanded to address questions related to AI and RAI and provide guidance on disclosure.</td>
<td>While examples could not be found as of the date of this report, this type of reporting can be expected to become more common.</td>
</tr>
</tbody>
</table>

Manulife Investment Management (Manulife IM) is the global wealth and asset management segment of Manulife Financial Corporation. In 2023, Manulife IM Private Equity & Credit (PE&C), a group within Manulife IM, initiated a research project focused on building knowledge on topics related to responsible technology innovation and implementation (RTII), also referred to as sustainable digital economy (SDE).

As long-term investors and fiduciaries, Manulife IM PE&C prioritizes downside protection and long-term capital growth for clients, emphasizing the importance of understanding the technological factors that influence future business success. Manulife IM PE&C acknowledges the profound effects of AI, automation and digitalization in various industries and aims to integrate responsible governance of RTII considerations into its investment process, seeking to further enhance the resilience and long-term returns of its investment portfolios.

To date, Manulife IM PE&C has engaged with an external research collective, Investors for a Sustainable Digital Economy (ISDE), contributing to the creation of a sector impacts map for RTII. Manulife IM PE&C has participated in roundtables on the future of work and surveillance and contributed to a research report titled *Bits and Bots: How Digitalization & Automation is Reshaping the Workforce & Work Itself*. Internally, the Manulife IM PE&C group formed a working group to incorporate RTII research into its investment process and included the SDE theme in its most recent annual sustainable investing questionnaire sent out to general partners (GPs), sponsors and portfolio companies.

Planned actions relating to SDE for 2024 include continued refinement of questionnaires to better understand RTII practices, engaging with select GPs to deepen Manulife IM PE&C’s knowledge and evolve its sustainable investing tools and frameworks. This will assist in the effort to identify gaps and opportunities to further advance its approach to manager/sponsor evaluations.

Looking ahead, Manulife IM PE&C anticipates RTII will become increasingly important for value creation, requiring investors and businesses to develop and integrate new practices and strategies.
2.4 Engaging with the broader ecosystem

To create a structured approach for elevating RAI standards, investors must work collectively with an array of stakeholders. These include investment partners, external managers, companies, government and regulators, professional and research organizations, and other actors and observers. The ESG Data Convergence Initiative (EDCI) is an example of how large investors can influence the broader ecosystem to adhere to proposed governance standards. EDCI was formed in 2021 by a group of influential GPs and limited partners (LPs) to standardize performance-based environmental, social and governance (ESG) metrics. The effort by more than 400 GP and LP members used data from 4,300 portfolio companies and resulted in a benchmarking software platform.

Table 6 provides sample objectives, tools and real-world examples investors can consider when engaging on AI across the ecosystem:

<table>
<thead>
<tr>
<th>Issue</th>
<th>Engagement objectives</th>
<th>Supporting tools</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulatory and legal</td>
<td>Input on investor viewpoints on policy or directly to policy-makers</td>
<td>A Sustainable Finance Policy Engagement Handbook published by the United Nations Principles for Responsible Investment (UN PRI)</td>
<td>149 global institutional investors representing over $1.66 trillion in assets signed an Investor Statement on the EU’s AI Act, calling for strong regulation while acknowledging the potential benefits of AI.</td>
</tr>
<tr>
<td>Voluntary governance frameworks</td>
<td>Contributions to the development of principles, policies, guidelines, standards and certifications</td>
<td>Coalitions or networks of investors and investment partners to share best practices, develop RAI standards and leverage their collective bargaining power, such as the PRI Collaboration Platform</td>
<td>Candriam champions an initiative examining the ethics of facial recognition technology and warning of its ethical hazards.41 Candriam leads a group of 55 investors managing more than $5 trillion in assets. The group is calling for an ethical approach to facial recognition technology, citing concerns about its potential for misuse.42</td>
</tr>
<tr>
<td>Investor transparency</td>
<td>Creation of reporting and disclosure standards</td>
<td>The ISSB Investor Advisory Group (IAG) is a group of leading asset owners and managers in various markets committed to improving the quality and comparability of sustainability-related financial disclosures</td>
<td>Norges has made public its views on responsible artificial intelligence.43 General Catalyst has published A Manifesto for Responsible AI. CPP Investments identified responsible sourcing and deployment of AI as a sustainable investing principle in its Policy on Sustainable Investing. Federated Hermes published a white paper, Investors’ expectations on responsible artificial intelligence and data governance, and an AI assessment framework outlining the importance of AI as a sustainability consideration for investors. HSBC Asset Management co-authored Investors’ Expectations of Ethical Artificial Intelligence in Human Capital Management.</td>
</tr>
</tbody>
</table>
Early on, Temasek recognized AI as a transformative force driving industry evolution and global change. In 2018, Temasek established the AI Pod, a team dedicated to seizing AI-related business opportunities while promoting RAI adoption. Temasek takes a broad-based approach in its efforts to drive RAI practices by collaborating with regulators, industry associations and other entities.

**Engagement with regulators and industry associations:**
Deputy Chief Executive Officer Chia Song Hwee’s involvement in the Infocomm Media Development Authority/Personal Data Protection Commission’s (IMDA/PDPC) Advisory Council on the Ethical Use of AI and Data underscores Temasek’s commitment to AI ethics and governance issues. The council formulates ethical guidelines and policies that govern the use of AI and data-driven technologies in the private sector. By providing expert insights and recommendations, the council aims to ensure that AI deployments adhere to ethical principles and promote societal well-being.

**Partnerships with industry associations:**
Temasek’s AI Pod joined the Singapore Computer Society’s (SCS) AI Ethics & Governance Professional Certification Committee in developing one of the first training and certification programmes that promotes ethical AI practices.

By providing comprehensive training and certification, the committee aims to equip individuals with the knowledge and skills to navigate ethical challenges in AI development and deployment.

**Venture building investments:**
Temasek has made select venture building investments in Resaro and Aicadium. Resaro offers independent, third-party assurance solutions for AI systems to enhance trust in AI and accelerate responsible, safe and robust AI adoption. Aicadium collaborates with Temasek’s portfolio companies to innovate and scale AI products aligned with responsible AI principles, to improve business outcomes while helping people thrive and supporting sustainability.

**Ecosystem engagement:**
Temasek actively supports the AI Verify Foundation, a global open-source community that convenes AI owners, solution providers, users and policy-makers to build trustworthy AI. The AI Verify Foundation aims to enhance trust in AI systems by providing standardized tests and promoting transparency in AI performance. By mitigating risks associated with AI, such as biases and vulnerabilities, AI Verify facilitates a safer, fairer and more robust AI ecosystem.
The hurdles ahead – and how to clear them

Strategies for effective RAI engagement are still emerging.

Investors face a range of challenges in their efforts to engage on RAI, from grappling with regulatory uncertainty to navigating the rapidly evolving landscape of AI development and use. There is still much work to be done, including:

Establishing a dynamic framework for AI governance: Investors need an approach to engaging on RAI that can adapt as AI evolves and is sophisticated enough to reflect the various technologies under the AI umbrella. Developing agile governance practices can help organizations anticipate and adapt to changes in technology, regulation and societal impacts. Creating reporting mechanisms that are not just tick-box exercises but provide meaningful insight into AI initiatives requires careful design and regular review.

However, it’s important to note that AI issues are highly domain-dependent, with issues of fairness in credit scoring and healthcare diagnostics, for instance, being vastly different. Therefore, assessing the risk and impact can help generate a rank-ordered list of the most important domains and applications an organization should tackle. This list can then be adapted to changes in technology or the context of its use.

Development of standardized RAI metrics: Many authoritative sources of investor guidance on metrics and disclosure (e.g. MSCI and the International Sustainability Standards Board) have yet to specifically address AI, and high-quality metrics are only just emerging. The OECD’s Artificial Intelligence Policy Observatory has begun cataloguing metrics for AI trustworthiness and AI risks. Stanford University’s Holistic Evaluation of Language Models (HELM) project lists 59 metrics for large language model evaluation. Finding metrics that can work with different AI use cases is a challenge, although evaluating the oversight process itself (i.e. process metrics) is a scalable approach that can provide a level of assurance while this area matures.

Capacity building: The fast-paced development of AI demands continuous learning and adaptation by investors. Asset owners may struggle to set clear expectations for asset managers and corporations. Directors may lack the expertise to comfortably oversee AI risk and opportunity.

Yet, as with cybersecurity, the Securities and Exchange Commission (SEC) expects boards to fulfil their supervisory duties in technical areas that pose significant risk to the company. Some organizations in regulated industries have steered clear of direct customer-facing applications of generative AI until they better understand the technology.

Several investor-led initiatives are under way to speed capacity building. In the public markets, Boston Common Asset Management and Fidelity International lead a World Benchmarking Alliance coalition that aims to raise awareness of the importance of responsible and ethical AI, disseminate best practices and improve technology companies’ commitment to ethical AI. Temasek’s AI Pod joined the Singapore Computer Society’s (SCS) AI Ethics & Governance Professional Certification Committee in developing one of the first training and certification programmes.

Improved guidance on the financial materiality of RAI: While a body of knowledge continues to build around the financial materiality of RAI, recognition of RAI’s business case as a driver of value creation is not acknowledged in all circles. Demonstrating the long-term benefits and potential for competitive advantage through RAI practices can help overcome these barriers.

A study by IBM and Notre Dame University proposes a framework to evaluate the Return on Investment in AI Ethics. It identifies three types of returns, including direct economic impact (cost savings, revenue generation or reduction in cost of capital), intangible impact (indirect returns that build reputation with stakeholders and lead to economic returns over time), and real options and capabilities (organizational capabilities in areas like risk assessment, regulatory compliance and software tools) that provide future flexibility and cost savings.

Stakeholder alignment and change management: Aligning interests and strategies across diverse investors and partners can be challenging, requiring effective communication and compromise. Investors, academics and non-governmental organizations (NGOs) must bridge differing goals, jargon and trust issues to collaborate effectively and raise awareness of RAI practices.
Asset managers might have reservations due to concerns about disruption, added burden and perceived value. Engaging with the ecosystem presents investors with unique challenges, including the complexity of political and regulatory landscapes and the often lengthy process of reaching a consensus on regulations. It is important for investors to find a balance between advocacy and adaptability, adjusting to changing environments.

Global laws and regulation: There is a need for clarity and certainty around prospective regulatory regimes and applications of the law. Investors and companies seek guidelines and frameworks to navigate the complex landscape. Such clarity would enable more confident and consistent engagement on RAI.

That said, waiting for clarity is not an excuse to delay the RAI journey. Companies and investment partners can benefit when investors, at the very least, communicate the minimum standards or thresholds they expect.

Navigating labels: While AI and RAI could become a component of ESG, many investors see these concepts as distinct. What’s more, the politicization of ESG has complicated any potential association of the term with efforts to advance RAI (e.g., Bluebell Capital Partners’ opposition to BlackRock’s ESG efforts and the politicization and retreat from diversity, equity and inclusion). Regardless of labels, AI remains an emerging business risk and opportunity that will determine the long-term sustainability of enterprises. As such, boards should oversee the incorporation of RAI into management’s strategic planning and operational execution. In addition, they should insist on market disclosure where AI adoption, development and use is material. Regulatory protections to make these decisions free of political backlash would also be beneficial.

Tension between RAI and corporate imperatives: The tension between RAI and corporate imperatives (like speed to market) extends to investors. It is important that investors acknowledge this tension and explore ways to address it, for example, by shifting expectations around short- versus long-term value creation.

FCLTGlobal develops research and tools that encourage long-term investing. Similarly, investors with certainty of capital (such as pensions) are better able to weather short-term volatility and take a long-term approach.
Conclusion

The transformative potential of AI is undeniable, and with this potential comes a compelling economic rationale for prioritizing RAI. While challenges such as navigating technical complexities, adapting to regulatory changes and establishing consensus on governance are present, they are surmountable with a concerted and collective effort from all stakeholders.

Investors play a pivotal role in this endeavour. By championing RAI, they not only help mitigate risks but also unlock opportunities for sustainable growth and innovation. This playbook serves as a strategic guide, offering insights and actionable strategies for investors to drive the integration of RAI in AI development and deployment.

For investors looking towards the horizon of long-term value creation, advancing RAI is a strategic business decision. Through collaboration, education and proactive engagement, investors can help steer the AI revolution towards a future where technology operates with responsibility at its core, benefiting companies, consumers and society at large.
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